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Chief Editor's Message 
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Prof R K Kotnala 
FNASC, FIGU, FMSI 

Chief Editor, Current Natural Sciences & Engineering, Journal (CNS&E) 

 

DOI: https://doi.org/10.63015/kotnala.2024.1.6 

 

*Corresponding Author Email: rkkotnala@gmail.com 

  
In today's world, materials are fundamental to every aspect of human existence. From the homes we 

inhabit to the technology we use, materials shape our lives. While we often take them for granted, 

advanced materials are driving groundbreaking advancements across various sectors. Scientists are now 

able to manipulate matter at the atomic level, creating novel materials with unprecedented properties. 

This has led to remarkable breakthroughs in the fields like: 

• Energy: From renewable energy sources to energy storage solutions, advanced materials are 

crucial for addressing global energy challenges. 

• Environmental Sustainability: Advanced materials play a vital role in developing sustainable 

solutions for environmental challenges, such as water purification, pollution control, and 

renewable energy generation. 

• Recently, a new energy material nanoporous oxygen deficient ferrite has been invented to generate 

green electricity & hydrogen by Hydroelectric Cell, which is most suitable to accomplish Net Zero 

Carbon by water splitting only. It is an alternative to Solar Cell & Fuel Cell ! 

• Healthcare: Advanced materials are revolutionizing medical treatments, enabling the 

development of biocompatible implants, drug delivery systems, and diagnostic tools. 

• Electronics: The rapid advancement of electronics relies heavily on the development of new 

materials with superior conductivity, flexibility, and efficiency. 

     The development and application of advanced materials are essential for human progress. By pushing 

the boundaries of materials science, we can create a future where technology serves humanity and 

enhances our quality of life while minimizing our impact on the environment. 

    I feel privileged to write a preface on "Advanced Materials: A Revolution for Environmental 

Sustainability." For our basic living energy, environment, water, shelter and good health are of 

paramount importance, that is heavily dependent on different types of materials usage besides the dire 

need of machines, communication & transportation means are also inevitable. Advanced materials are 

specially engineered substances with enhanced extraordinary properties, making them integral to 

various high-tech industries. They are widely used in sectors such as aerospace, healthcare, nuclear 

science, electronics, energy, and transportation. The rapid technological innovations and latest 

breakthroughs in material science lead to scientific advancements that are essential to keep pace with 

the human mind. Surprisingly, the recent revolutionary invention of a new energy material nanoporous 

oxygen deficient ferrite based Hydroelectric Cell that generates green electricity and hydrogen and it 

has been well taken globally as an invaluable gateway into the forefront of materials science. However, 

certain advanced functional materials for sustainable environment also play a big role in the welfare of 

humanity towards a greener and more ecologically balanced world. The role of radioisotopes is vital 

for our healthcare besides their applications as radio tracer techniques, agriculture and industries. 

    The sixth issue of CNS&E journal comprises of handpicked manuscripts that are highlighting an 

elaborative exploration of the most current material science research in the realm of  the functional 

materials, with a specific focus on their applications in Wireless Communication Channels, Cobalt 

diselenide ternary Composite-based Supercapacitor, AlGaN/GaN High Electron Mobility Transistors 

(HEMTs), Radiation Dose Estimation from Uranium Mill Tailings Bricks, Disease Detection using 

Artificial Neural Network, Numerical Approximation Methods, and environmental monitoring. The 

phenomenal  progress in science and technology has propelled us to innovate new materials frontier in 

this era of nanomaterials designed for extraordinary properties and ultimately CNS&E Journal is 

striving hard to support this cause.  

https://doi.org/10.63015/kotnala.2024.1.6
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Abstract: This research evaluates the channel capacity (CC) of 5th Generation Multiple Input 

Multiple Output (MIMO) antennas for propagation channels used in wireless communication. In 

the presence of several frequency sources for the information and communication channels, the 

effect on the CC of one-port and multi-port antennas is observed using the Path Loss Model (PLM), 

which is significantly impacted due to the number of antennas used and their characteristics. The 

CC is also estimated using a different approach, Kronecker's Model (KM). The channel matrix 

using both models is estimated by maintaining 5 cm and 25 cm spacing between the transmitting 

and receiving antennas. At 2.4 GHz for a 1-port antenna-based channel, the CC calculated using 

PLM is 5.5 bps/Hz for both spacing, whereas the CC calculated using KM is 3.65 bps/Hz and 3.12 

bps/Hz for 5 cm and 25 cm spacing, respectively. The CC in the PLM is found between 35 to 140 

bps/Hz at a frequency of 3.5 GHz, whereas it is reported between 12 to 38 bps/Hz using the KM 

at the same frequency, irrespective of distances. The maximum CC calculated using PLM is 5 

bps/Hz for a 1-port antenna-based channel, 34 bps/Hz for 2-port MIMO antenna-based channels, 

80 bps/Hz for 4-port MIMO antenna-based channels, and 157 bps/Hz for 8-port MIMO antenna 

based channels in the frequency band from 3.45 GHz to 3.7 GHz. Thus, it is experimentally 

confirmed that the capacity enriched by approximately 4 times on increasing the number of 

antenna ports from 2 to 8 and operating frequency.  

Keywords: Channel capacity, WLAN, 5G, MIMO, SISO, Signal to Noise Ratio (SNR).

1 
1. Introduction: The rise of wireless personal 

communication systems (PCS) can be ascribed 

to the increasing demand for technological 

breakthroughs that more closely correspond 

with the swiftly evolving demands of our 

surroundings [1]. The idea of information and 

communication propagation channels, which 

have a wide range of applications in security, 

entertainment, healthcare, and communication, 

was conceived by one of the numerous 

inventive PCSs. Wireless communication 

networks such as Wireless Local Area 

Networks (WLAN), Worldwide 

Interoperability for Microwave Access 

(WiMAX), and 5G have been widely utilised 

by portable wireless communication devices. 

These are the most well-documented wireless 

bands used with MIMO antenna systems for 

large throughput [2]. Several MIMO antenna 

approaches have been developed recently to 

meet the requirements of the wireless 

communication system's channel capacity 

(CC) and data transmission rate [3]. Benefits of 

MIMO in WLAN and 5G technologies include 

faster data rates, a single connection, lower 

latency, and more connected nodes. The 

increasing demand for higher data rates has 

prompted the development of new techniques 

aimed at achieving these speeds. Unlike typical 

wireless propagation channels, the estimation 

of its characteristics in information and 

communication is influenced by the kind, 

orientation, propagation environment, and 

number of antenna elements [1].  

Recently, a dielectric medium-equipped four-

port integrated MIMO antenna construction 

https://doi.org/10.63015/10se-2443.1.6
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operating at 2.4 GHz was presented in [4]. By 

raising the pattern gain, the achievable CC (21 

bps/Hz) was greater than the optimum CC. A 

dual-band 4-port MIMO antenna operating at 

28 GHz and 41.69 GHz was proposed [5]. 

After evaluation, the CC was found to be 

nearly equal to 21 bps/Hz. A quad-port MIMO 

antenna with a 2.42–7.45 GHz bandwidth was 

suggested [6]. Considering that the four 

elements had different numbers of transmitting 

and receiving antennas, their maximum CC 

was 21.34 bps/Hz. A quad-element MIMO 

antenna for the 433 MHz industrial, scientific, 

and medical (ISM) bands was designed [7]. 

Moreover, this antenna offered 19.9 bps/Hz of 

CC. A range of the computed CC was reported 

57.98 to 59.87 bps/Hz in a 12× 12 MIMO 

antenna system made using four tri-port 

antennas [8]. A weighted polarisation MIMO 

antenna was used for 2.45 GHz wireless body 

area networks [9]. The average CC that was 

computed was 16 bps/Hz. In all the above-

reported studies, CC is plotted by adjusting 

signal-to-noise ratio (SNR) values from 1 dB 

to 20 dB or taking any constant SNR value. So, 

there is very little information about the 

measurement of SNR, as well as the 

measurement of path loss and channel matrix 

[6].  

This research uses a Spectrum Analyzer to 

obtain the received power and SNR which are 

used to evaluate the CC of WLAN/5G MIMO 

antennas under two different models: the Path 

Loss Model (PLM) and the Kronecker Model 

(KM). Additionally, by putting 1-port, 2-port, 

4-port, and 8-port antennas at both the 

transmitting (Tx) and receiving (Rx) sides, the 

CC has been assessed. To the best of the 

authors' information, no thorough 

investigation has been done on the SNR and 

CC measurement for WLAN/5G MIMO. The 

rest of the research paper is structured as 

follows. The specifications of the 

measurement setup are highlighted in Section 

2. The channel model and capacity estimates 

are provided in Section 3. In Section 4, the 

measured data for the SNR and CC are 

presented. In Section 4, the suggested work is 

also contrasted with other reported work. The 

conclusion is provided in Section 5.   

2. Measurement Setup: Three antennas, a 1-

port circular spilt-ring resonator (SRR) 

antenna [10] (Ant. 1) for the WLAN band 

measurements over frequency band 2.29-2.95 

GHz, a 2-port dual polarized circular slot 

microstrip antenna [11] (Ant. 2), and 8-port 

circular slot microstrip MIMO antenna 

[12](Ant. 3) for 5G band measurements over 

the frequency band 3.4-3.7 GHz are selected to 

form channels. These antennas are shown in 

Figure 1(a)-(c), respectively. These antennas 

provide sufficient gain and radiation properties 

in the entire WLAN (Ant. 1) and 5G band (Ant. 

2, and Ant. 3). The ANSYS 3D High-

Frequency Simulation Software (HFSS) is 

used for designing Ant. 1 and CST studio suite 

is for designing Ant. 2 and Ant. 3. These 

antennas are made on an FR4 substrate with 

4.4 dielectric constant. The FR4 substrate is 

chosen for the antennas used because it is 

lightweight, cheap, and easily accessible, and 

its hardness makes this substrate immune to 

environmental changes. The main drawback of 

FR4 is that the copper coating on the FR4 

substrate can be chipped off over time. The 

complete dimensions of the antennas used are 

shown in Table 1 and their performance 

parameters are presented in Table 2. 

  
(a) (b) 

 
(c) 

Figure 1: Fabricated picture of the antennas used (a) 

Ant. 1, (b) Ant. 2, and (c) Ant. 3. 
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An anechoic chamber was used for all the 

measurements, which has a size of 

5.8m×2.7m×3.05m. This anechoic chamber 

has a Quiet Zone of size 0.4m×0.4m×0.4m, 

which provides a reflectivity level from -34.24 

dB to -48.51 dB and shielding effectiveness 

from -86 dB to -90 dB in the frequency range 

800 MHz -16 GHz. The standard used for the 

measurement is a ridge horn antenna. For all 

the measurements, two arbitrary distances (D) 

between identical transmitting and receiving 

antennas are selected as 5 and 25 cm, so the 

effect of distance over the CC can be observed 

in near-field and far-field regions.  

 
Table 1: Complete dimensions of the antennas used 

Antenna 

No. 

Ant. 1 Ant. 2 Ant. 3 

Feed 

(mm2) 

22×3 11.9×3.5 11.9×3.5 

Radius of 

the 

circular 

ring/slot 

(mm) 

7.5 

(external 

ring), 5.5 

(internal 

ring ) 

8.1 

(circular 

slot) 

8.1 

(circular 

slot) 

Thickness 

of the 

circular 

ring/slot 

(mm) 

1 

(both 

rings) 

1.6 

(circular 

slot) 

1.6 

(circular 

slot) 

Ground 

(mm2) 

22×11 3.5×3.5 150×75 

L-shaped 

structure 

- (5.5×1.5)+ 

(4.5×1) 

(5.5×1.5)+ 

(4.5×1) 

 
Table 2: Performance details of the antennas used 

Antenna 

No. 

 Ant. 1 Ant. 2 Ant. 3 

No. of ports 1 2 4/8 

Structure 

of Antenna 

Circular 

SRR 

Circular 

Slot 

MIMO 

Circular 

Slot 

MIMO 

Frequency 

range 

(GHz) 

2.29-2.95 3.4-3.7 3.4-3.8 

Isolation 

(dB) 

Not 

Applicable 

-44.53 -12 

Gain 

(dB) 

2.1 3.77 5.21 

Dimension 

(mm×mm) 
43 26  35×35  75×150  

 

For the measurements of signal-to-noise ratio 

(SNR) at these two distances, a RIGOL signal 

generator model DSG3060 is used to transmit 

the signal at the desired bands and an R&S 

spectrum analyzer model FSL6 is used to 

measure the SNR. To obtain the path loss 

values, an R&S handheld vector network 

analyser (VNA) ZVH8 is used for obtaining 

measured S-parameters for different sets of 

Ant. 1, Ant. 2, and Ant. 3 [11].  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2: SNR measurement arrangements for (a) 

Block diagram, (b) Ant. 1 as 1T1R at 5 cm, (c) Ant. 

2 as 2T2R at 25 cm, and (d) Ant. 3 as 8T8R at 5 

cm. 
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The channel (H)-matrix for channels made 

using these antennas is calculated from the 

respective path loss values using equation (2). 

Figure 2 illustrates a signal-to-noise ratio 

(SNR) measurement setup of how the antennas 

were placed for the wireless communication 

channels. An amplifier (green-colored circuit) 

is used to amplify the received signal and then 

measured on the spectrum analyzer. Since the 

transmission coefficient is a ratio, the gain of 

the signal due to this amplifier is nullified as 

appears equally in the incident and transmitted 

signals.  

 

3. Characterization of MIMO Channel 

3.1 Channel Model in MIMO: Unlike 

traditional Single-Input-Single-Output (SISO) 

(Figure 3(a)), a MIMO system (Figure 3(b)) 

allows for multiple independent transmission 

channels, without any additional transmitted 

power or bandwidth. This results in a CC that 

increases almost linearly with the increase in 

the number of antenna elements (under 

specific conditions) [13] [14].  

 

The input-output relationship between the 

transmitter (Tx) and receiver (Rx) in a MIMO 

wireless propagation channel with m transmit 

and n receive antennas is expressed by [1], 

 

𝑌 = 𝐻𝑋 + 𝑊            (1) 

 

where X=[m×1] transmit vector, Y= [n×1] 

received vector, W= additive white Gaussian 

noise vector, and H=[n×m] channel matrix 

composed of the complex random variable, hij 

for i=1,…., n and j=1,….m, signifying the 

channel fading coefficient between the ith 

receive antenna and jth transmit antenna.  

 

3.2. Path Loss between Transmitter and 

Receiver: The scattering parameters (S-

parameters) between Tx and Rx antennas can be 

obtained from a vector network analyzer 

(VNA), which gives the path loss (PL) using 

equation (1) [15]. 

PL =
|S21|2

(1−|S11|2)(1−|S22|2)gTxgRxep
                  (2) 

 

where S21 is the transmission coefficient, S11 

and S22 are the reflection coefficients of Tx and 

Rx antennas, gTX is the Tx antenna gain,  gRX is 

the Rx antenna gain, and ep is polarization 

efficiency (=1 for co-polarized antennas and 

0.5 for cross-polarized antennas). In another 

way, the PL is taken as the path gain 

factor= (λ
4πD⁄ )

2

, here D is the distance 

between Tx and Rx antennas, and λ is the 

wavelength. The channel matrix (H) formed 

between the Tx and Rx antennas is calculated 

using the PLM as follows [16]:  

 

PL = −10 (
1

𝑀𝑁
 ∑ 1𝑓 ∑ 1𝑀

𝑖=1 ∑ |𝐻𝑖,𝑗(𝑓)|
2𝑁

𝑗=1 )    

                                                                     (3) 

where Hi,j(f) is the transfer function in 

frequency-domain for the channel between the 

jth Tx antenna to ith Rx antenna, so it represents 

the channel formed between the Tx and Rx 

antennas, M, N=1, 2, 4,8.  

 

  

(a) (b) 

Figure 3: Techniques of channel communications 

with their CC (a) SISO (b) MIMO. 

3.3 Kronecker Model (KM) for H-Matrix: 

Another model that can be used to construct the 

H-matrix is the Kronecker model (KM), which 

assumes that the CC is calculated in the 

propagation environment of an independent 

and identically distributed (i.i.d.) Rayleigh 

fading channel (Hw). This model considered 

that the complex Gaussian values with zero 

mean and unit variance make up the entries of 

the Hw matrix. Using the KM, the MIMO 

channel matrix H is provided by [17]: 

 

H = 𝑅𝑟
1/2

𝐻𝑤 𝑅𝑡
1/2

            (4) 

where the transmission and reception matrices 

are denoted by Rt (=Ʌ1/2 𝑅𝑟̅̅ ̅̅  Ʌ1/2) and Rr 

(=Ʌ1/2 𝑅𝑡̅̅ ̅̅  Ʌ1/2), respectively. The complex 

correlation coefficient is determined by 
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utilizing the radiation pattern and is indicated 

by the off-diagonal (i, j) element of the matrix 

consisting of 𝑅𝑟̅̅̅̅  and 𝑅𝑡̅̅ ̅ , whose diagonal 

elements are 1. The total efficiency of the ith 

port (ηtot) is represented by the ith element (i, 

i) of the diagonal matrix Λ [17]. 

 

3.4 MIMO CC: From the knowledge of SNR 

with the transmitting signal, the CC is 

calculated in 1 Hz of bandwidth using equation 

(5) from the H-matrix using equation (3) and 

equation (4) for both models. The CC is 

expressed as [17]: 

CC = log2[det( InR +  
SNR

nT
HH∗)]              (5) 

where det=determinant, SNR=average SNR, 

InR=nR×nR identity matrix, H = channel matrix, 

H*=Hermitian transpose, nR =number of Rx 

antennas, and nT =number of Tx antennas. 

4. MIMO Capacity Results:   

Further, the channel capacities are evaluated 

for channels created by 1Tx×1Rx using Ant. 1, 

2Tx×2Rx using Ant. 2, 4Tx×4Rx using Ant. 3 

with the matched loads connected to the 

remaining four ports, and 8Tx×8Rx using Ant. 

3 based on both PLM and KM at 5 cm and 25 

cm distances between Tx and Rx as shown in 

Table 3.  

Table 3: Channel Details Used for CC Measurement 

Nam

e of 

chan

nel 

Type 

of 

Ante

nna 

used 

No. of 

Tx 

anten

nas  

No. of 

Rx 

anten

nas  

Freque

ncy 

used 

(GHz) 

Dista

nce 

(D) 

betwe

en Tx 

and 

Rx 

(cm) 

Case 

1 

Ant. 1 1 1 2.1-2.8 5 and 

25 

Case 

2 

Ant. 2 2 2 3.1-4.0 5 and 

25 

Case 

3 

Ant. 3 4 4 3.1-4.0 5 and 

25 

Case 

4 

Ant. 3 8 8 3.1-4.0 5 and 

25 

The measured SNR of the channel formed in 

Case 1 is presented in Figure 4(a), which 

shows that the SNR values vary from 16.91dB 

to 18.38 dB. The measured SNR of the Case 2 

and Case 3 are shown in Figure 4(b). The SNR 

values of Case 2 fluctuate from 26.78 to 29.36 

dB and Case 3 varies from 27.27dB to 29.74 

dB. The same SNR values are found for Case 

4 as in Case 3. 

As depicted in Figure 2(a), a pair of Ant. 1 is 

used to measure the path loss between them at 

2.4 GHz. Figure 5 shows the (CC) obtained 

using PLM based on equations (2), (3) and (4) 

at two different distances of 5 cm and 25 cm. 

For both cases, the CC is less than 6 bps/Hz, 

which is low for the 4G networks whereas, the 

CC is approximately 3 bps/Hz at two different 

distances of 5 cm and 25 cm using KM 

(equations (4) and (5)) as considered only 

SNR. 

The path loss between a pair of dual-polarized 
circular slot antennas is measured at 3.5 GHz as 
presented in Figure 2(b). Figure 6 shows the 
CC obtained from the PLM at 5 cm and 25 cm 
distances. When D= 5 cm, the CC is obtained 
from 32 to 34 bps/Hz. However, when D=25 
cm, CC is achieved from 34 to 50 bps/Hz. The 
above data shows that for the frequency range 
of 3.5 GHz to 3.7 GHz, the CC shows the same 
kind of pattern for both distances. The CC 
obtained from the KM is increased from 5 to 13 
bps/Hz at a 5 cm distance, while in the case of 
25 cm, it fluctuates from 5 to 12 bps/Hz. The 
above data shows that for the operating band of 
3.5 GHz for 5G, the channels can be 
transmitted with approximately the same CC 
for both distances. 

An 8-port MIMO antenna as shown in Figure 
2(c) is used in pairs to obtain the path loss 
between its various ports. To use as a 4-port 
antenna-based channel, the path loss between 
only the top 4-ports of this antenna is used to 
estimate the H-matrix. Figure 7 compares the 
CC from the PLM measurements at two 
different distances of 5 cm and 25 cm. In the 
case of 5 cm, the CC is obtained from 69 to 79 
bps/Hz while in the case of 25 cm, CC 
fluctuates from 57 to 80 bps/Hz. For the 
frequency range of 3.5 GHz to 3.7 GHz, the CC 
shows a similar trend at both distances. When 
the number of antennas increases from 2 to 4, 
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there is a slight improvement in CC. In the case 
of 5 cm, the CC using KM is achieved from 13 
to 20 bps/Hz. However, when D=25 cm, CC 
fluctuates from 5 to 20 bps/Hz.  
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Figure 4: Measured SNR (a) Case 1, and (b) Case 2; 

Case 3 and Case 4. 
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Figure 5:  CC for Case 1 using PLM and KM. 

 

Figure 8 shows the CC for channels formed 

using 8-ports of two identical MIMO antennas 

at two different distances of 5 cm and 25 cm 

obtained using PLM. The capacity growth 

varies from 137 bps/Hz to 157 bps/Hz for a 5 

cm distance and from 94 bps/Hz to 135 bps/Hz 

for a 25 cm distance. In the 3.5 GHz to 3.7 

GHz frequency band, the CC exhibits a 

comparable pattern at both distances. As a 

result, the CC significantly improves with the 

addition of eight antennas. Using the KM, the 

capacity growth varies from as low as 8 

bps/Hz to a high value up to 36 bps/Hz in the 

case of 25 cm, and from 24 bps/Hz to 39 

bps/Hz in the case of 5 cm.  So, the CC shows 

a similar trend for both distances in most 

frequency points. 
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Figure 6: CC for Case 2 using PLM and KM. 
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Figure 7: CC for Case 3 (4T4R) using PLM and 

KM. 

 

Figure 9 depicts the achievable channel 

capacities of all four cases at 3.5 GHz using 

PLM and KM for D=5 cm and 25 cm.  It can 

be noted that the CC calculated using PLM is 

more than the KM. In Single Input Single 

Output (SISO) (Case 1), both PLM and KM 

provide almost the same CC. However, for 

MIMO Cases 2, 3, and 4, there is a significant 

difference in the CC.  This is because in PLM, 

real transmission channels were considered 

which include SNR at both the transmitter’s 

and receiver’s end, and in KM, SNR only at the 

receiver is being considered and it takes care of 
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the total efficiency while the channel scenario 

is avoided.  
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Figure 8: CC for Case 4 (8T8R) using PLM and 

KM. 
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Figure 9: Comparison of channel capacities obtained 

for the four cases. 

 

Table 4: Comparison of proposed work with other similar previously reported work 
 

Ref. No. of 

Antenna 

Elements 

BW 

(GHz) 

Isolation 

(dB) 

Average SNR 

(dB) 

Max. CC 

(bps/Hz) 

[4] 4 2.4-2.44 >12 20 (Set value) 21 

[5] 4 27.75-28.18/41.31-

41.99 

>20 20 (Set value) 21 

[6] 4 2.42-7.45 >12 20 (Set value) 21.34 

[7] 4 0.356–0.536 >20 20 (Set value) 19.9 

[8] 12 3.4-3.6  

(-6dB BW) 

>10 20 (Set value) 59.87 

[9] 2 2.45 NR 30 (Set value) 16 

[18] 4 2.9-10.86 >22 NR NR 

[19] 4 3.1-10.6 >17 NR NR 

[20] 4 3.5-11 >17 NR NR 

[21] 4 2.3-13.75 >22 NR NR 

Case 1* 1 2.29-2.95 NA 17.35 (Measured) PLM=5,  

KM=4 

Case 2* 2 3.4-3.8 >16 28 (Measured) PLM=34, 

KM=12 

Case 3* 4 3.4-3.8 >15 29 (Measured) PLM=71, 

KM=21 

Case 4* 8 3.4-3.8 >15 29 (Measured) PLM=140, 

KM=38 

Note: * = This Work, BW=Bandwidth, and NR=Not Reported. 
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With the increase in the distance, no significant 

change in CC is observed for both PLM and 

KM. This shows that the CC is independent of 

the distance between Tx and Rx. As the number 

of Tx and Rx antennas increases, CC increases 

almost linearly in both PLM and KM. This 

confirms that the CC is dependent on the 

number of antennas on both the Tx and Rx 

sides. These results are important for using 

MIMO antennas in information and 

communication technology systems for the 

Smart City. So, the MIMO antenna with more 

number of antenna elements provides high data 

rates.  

This work is finally compared with the recently 

reported work in Table 4, which has calculated 

CC. In the previous work [4]-[9], SNR is set to 

a fixed value of 20 dB or 30 dB, while other 4-

port MIMO antennas are reported without CC 

[18]-[21]. None of the previously reported 

work has measured SNR and calculated CC 

using PLM and KM. Also, in the proposed 

work CC is calculated by varying the number 

of antennas at both Tx and Rx and keeping 5 cm 

and 25 cm distance between Tx and Rx 

antennas. Addressing the environmental 

challenges in outdoor networks faced by 

antennas used is critical for ensuring their 

long-term durability and reliability. 

Environmental factors such as temperature 

variation, humidity, precipitation, wind, dust, 

pollution, solar radiation, and atmospheric 

absorption can significantly impact channel 

performance in addition to multipath 

interference. 

5. Conclusions: This paper investigates the 

Channel Capacity (CC) for WLAN and 5G 

bands at 2.4 GHz and 3.5 GHz bands, 

respectively, for different channels constructed 

utilising the 1-port, 2-port, 4-port, and 8-port 

antennas. Two models are used to evaluate the 

CC: path loss model (PLM) and Kronecker's 

model (KM). Because SNR just at the receiver 

is taken into account in KM, significant 

discrepancies in results are achieved when 

compared to those obtained by PLM. In path 

loss computation, however, genuine 

transmission channels were taken into account, 

which include SNR at both the transmitter and 

receiver's end. Taking into account the impact 

on the CC in the many source scenarios makes 

the study valuable for wireless communication 

systems that use MIMO antennas.  
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Abstract: The electrochemical behavior of a cobalt diselenide (CoSe₂)-based ternary composite 

for hybrid supercapacitor applications across varying temperatures has been studied. To get 

advanced electrochemical results composite was synthesized by incorporating activated carbon 

and cellulose fibers with CoSe₂ (the optimization of the ternary composite is depicted in our other 

research paper). A series of electrochemical analyses was directed at different temperatures to 

assess the temperature-dependent behavior of the supercapacitor. The results demonstrate that the 

ternary composite exhibits enhanced electrochemical properties, with a high specific capacitance 

at 40˚C temperatures due to improved ion mobility and charge transfer kinetics. At 40°C, the 

composite-based cell revealed a specific capacitance of 248 F g⁻¹, which further decreased at 

higher temperatures, showcasing a negative correlation between temperature and electrochemical 

performance. The energy and power densities obtained for the same are 22 Wh kg-1 and 411 W kg-

1. The findings suggest that such hybrid supercapacitors could play a dynamic part in energy 

storage technologies. 

 

1. Introduction: The society is currently 

grappling with energy storage [1]. This 

situation is driven by several factors, including 

the limitations of renewable energy resources 

and the increasing energy demand due to 

population growth, among others. 

Conventional, energy sources (non-renewable) 

including fossil fuels are reducing speedily, 

prompting the scientific community to explore 

renewable energy as a sustainable alternative 

[2]. While renewable energy offers numerous 

advantages, it is not consistently reliable. 

However, this reliability can be improved 

through the development of energy storage 

devices. These devices help store energy 

generated from renewable sources, ensuring a 

steady supply during peak demand. Among the 

most common energy storage solutions are 

secondary batteries and supercapacitors [3]. 

Supercapacitors (SC), in particular, have 

gained popularity due to their benefits, 

including high reliability, cost-effectiveness, 

fast charge/discharge rates, excellent 

steadiness, high power density, and safety in 

use. Conventional supercapacitors are made of 

three main parts: a separator, electrolyte, and 

electrode [4]. Despite their advantages, 

supercapacitors face the disadvantage of low 

energy density of low value, which needs to be 

addressed in the future [5]. For 

https://doi.org/10.63015/10s-2444.1.6
mailto:alsharma@cup.edu.in
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supercapacitors, the energy density is 

determined by its potential window and 

capacitance, as calculated using the formula 

E=0.5CV² (Wh kg⁻¹) [6]. Both the potential 

window and capacitance hinge on the intrinsic 

assets of the electrode and electrolyte. Aqueous 

supercapacitors, based on their working 

machinery, are characterized as electric 

double-layer capacitors (EDLCs) and 

pseudocapacitors [7]. Hybrid SC, a third type, 

syndicates the profits of both EDLCs and 

pseudocapacitors while addressing issues such 

as low capacitance and energy density, and 

poor stability [8]. One way to improve the 

potential window is by designing electrode 

materials that can store charges through redox 

reactions. Electrode materials with unique 

morphologies, large surface areas, and 

favourable microstructures can significantly 

enhance a supercapacitor’s capacitance [9]. 

Transition metal diselenides (MSe₂), where 

"M" can represent various transition metals 

have emerged as promising electrode materials 

for supercapacitors. Their popularity stems 

from characteristics like high area (surface), 

wide range oxidation states, low 

electronegativity, exceptional morphologies, 

and multifunctional electrical structures [10]. 

Commonly used MSe₂ compounds in 

supercapacitors include CoSe₂. For instance, 

Chen et al. synthesized a CoSe₂ electrode via a 

thermal method, achieving 554 F g⁻¹ and a 

density (energy) of approximately 20 Wh kg⁻¹ 

with a 1.7 V potential window [11]. However, 

pure CoSe₂ materials suffer from drawbacks 

such as low electronic conductivity, and 

limited capacitance. To overcome these 

limitations, researchers develop composite 

carbon-based materials. These carbon 

materials offer high surface area, admirable 

electronic conductivity, and boosted stability 

[12]. Notable studies in this area include Yu et 

al., who prepared a CoSe₂@carbon composite 

using a hydrothermal method, delivering 332 

mF cm⁻² capacitance and 95% cyclic stability 

[13]. Despite these improvements, binary 

CoSe₂-carbon binary composites often 

experience agglomeration, complicating the 

electrolyte ion transport and 

insertion/extraction processes. To address this 

issue, the introduction of dispersants is needed 

to reduce aggregation, enhance electrolyte 

wettability, and shorten the dispersion path for 

ions of the electrolyte. 

In this study, we assume that incorporating 

cellulose into cobalt diselenide composites can 

effectively reduce agglomeration, facilitate 

electron mobility by providing easy diffusion 

pathways, and improve electrochemical 

performance, particularly energy density and 

stability. Cellulose, being abundant, 

biocompatible, biodegradable, and 

mechanically stable, offers an improved 

surface area and abundant active locations, 

assembly it a perfect candidate for this role. To 

prevent clustering in CoSe₂-carbon 

nanocomposites we have utilized cellulose in 

this work. This paper presents the preparation 

of cellulose-incorporated ternary composites 

based on cobalt diselenides, using a room-

temperature physical mixing approach 

(optimization of the ternary composite is 

depicted in our previous reports [1]). The 

objective of this study is to study the 

temperature effect on the electrochemical 

behavior of the designed supercapacitor based 

on a ternary composite of cobalt diselenide. 

Thus, the electrochemical behavior of the 

symmetric cell designed has been studied for 

various temperature ranges from 40 to 120˚C.  

 

2. Experimental Segment 

2.1. Materials  

The chemicals utilized for this study were 

procured from Sigma Aldrich as ACS-grade 

reagents and were used directly for synthesis 

without further purification. The materials 

include hydrazine hydrate (N₂H₄·H₂O), 

potassium hydroxide (KOH) pellets, Activated 

carbon (AC), selenium (Se) powder, 

polyvinylidene fluoride (PVDF), N-methyl-2-

pyrrolidone (NMP), carbon black, and cobalt 
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nitrate hexahydrate (Co (NO₃)₂·6H₂O). 

Cellulose fiber (Sigma Aldrich, product 

number C6288) was used with a density of 

0.600 g/cm³. The moisture content of the 

cellulose fiber was at least 10%. Double-

distilled water (DDW) was used throughout the 

sample preparation process. 

 

2.2 Synthesis of Cobalt diselenide ternary 

composite  

The binary composites of CoSe₂, along with 

activated carbon (AC), were produced 

employing the hydrothermal technique as 

described in this report [14]. The ternary 

composites were prepared by physically 

blending the above-prepared binary 

composites with cellulose. Cellulose (weight 

percentage 5%), was incorporated into the 

binary composite matrix, and the blend was 

moved continuously for 6 hours. The resultant 

sample was dried in a controlled oven at 70°C 

for 12 hrs. The final samples were designated 

as CAC-40 for further analysis. The flowchart 

for the ternary composite preparation process 

is shown in Fig. 1. The reaction kinetics for the 

formation of the binary composites were 

detailed in one of our previous research articles 

[14]. The activated carbon coating on the pure 

CoSe2 was designed to enhance stability and 

increase the area of the surface for pure CoSe2. 

 

2.3 Characterization tools used 

X-ray diffraction (XRD) data was extracted by 

a PANalytical Empyrean diffractometer. The 

XRD curves were recorded over a 2θ range of 

10 to 70 degrees. Fourier transform infrared 

(FTIR) spectra were attained by NEXUS-870 

spectrometer, over 600-4000 cm⁻¹. The 

morphology was observed using a Merlin 

Compact system. The surface area cum pore 

size distribution was done by using the 

nitrogen adsorption-desorption technique with 

a BELSORP-maxII instrument (MicrotracBEL 

Corporation).  The thermal steadiness of the 

manufactured sample was measured using 

thermogravimetric analysis (TGA) on a 

SHIMADZU DTG-60H instrument. The 

analysis was conducted under dynamic 

temperature ranging from 30°C to 550°C, in a 

nitrogen (N2) atmosphere at 10°C/min 

(constant heating rate). Differential scanning 

calorimetry (DSC) was executed using a DSC-

Sirius 3500 instrument from 30°C to 500°C, 

under a N2 atmosphere at 10°C/min (sustained 

heating rate). 

 

 

2.4 Electrochemical investigation 

The electrodes of the organized composite 

material were fabricated by spread over a 

slurry paste onto a nickel (Ni) foam current 

collector, then dried at 60°C in an oven for 

several hours. The slurry was prepared by 

homogeneously mixing in a ratio of 80: 10: 10 

(active material, PVDF binder, and carbon 

black (CB) in a solvent NMP. The mass of the 

active material was 3 mg coated on Ni foam 

(diameter of 1 cm). A symmetric cell was 

assembled to evaluate the electrochemical 

properties of the sample (prepared) in a two-

electrode (2-E) system. The symmetric cell 

was created by placing a filter paper soaked in 

a few drops of 6 M KOH electrolyte between 

two identical electrodes. The assembled cell 

Figure 1. Schematic depiction of preparation of CoSe2-based ternary composite. 
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can be represented symbolically as 

Electrode//Electrolyte//Electrode. The cell was 

further used for electrochemical testing. 

The electrochemical analysis, like cyclic 

voltammetry (CV), galvanostatic charge-

discharge (GCD), cum electrochemical 

impedance spectroscopy (EIS), was run on the 

symmetric cell via a 2-E (electrode) 

configuration. A CHI760E instrument was 

employed for these measurements. Whatman 

filter paper, with KOH (6M), was used as the 

separator. The use of a highly concentrated 

electrolyte was chosen due to the small size of 

OH⁻ ions, which results in high mobility and 

conductivity, thereby enhancing the 

electrochemical properties. CV and GCD 

readings were recorded over a potential range 

of -0.8 V to 0.8 V at varying scan rates and 

current densities. EIS data were taken across a 

frequency range of 1 Hz to 0.1 MHz, using a 

constant voltage of 5 mV. The following 

formulae were employed for calculating 

energy density, specific capacitance, and 

power density given below [15]: 

Specific Capacitance 

Using CV, 𝐶𝑆−𝐶𝑉 =
∫ 𝑖𝑉𝑑𝑉

𝑚∗𝑣∗∆𝑉
 (F g-1)         (1) 

GCD, 𝐶𝑠 =
2∗𝑖∗∫ 𝑉 𝑑𝑡

𝑚(𝛥𝑉)2
   (F g-1)                 (2) 

Energy density  

From GCD, 𝐸 =
𝐶∗𝑉2

7.2
 (Wh kg-1)            (3) 

and Power density 

 𝑃 =
𝐸∗3600

𝑡𝑑
 (W kg-1)                              (4) 

Here m, v, V, 𝑡𝑑, and I, are related to mass, scan 

rate, potential window, time of discharging, 

and current independently. 

 

3. Results and discussion 

3.1 Structural, Chemical, and Surface 

Analysis 

The successful synthesis of the organized 

material was achieved through X-ray 

diffraction. Fig. 2a illustrates the XRD plot for 

pure AC, cobalt diselenide, cellulose, and the 

ternary composite (CAC-40). Cellulose fiber 

was merged into the binary composite which 

contains CoSe₂ and activated carbon (1:1). 

Additionally, 5% by weight of cellulose fiber 

was added to the binary composite of CoSe₂ 

and activated carbon. Two broad peaks at 25° 

and 43° correspond to crystalline planes of the 

activated carbon used. The (11̅0), (110), (200), 

and (004) planes connected to cellulose fiber 

show peaks at 15.1°, 16.2°, 22.7°, and 34.3°. In 

the XRD pattern for pure CoSe₂, peaks 

observed agree with the planes, matching the 

JCPDS card No. 053-0449. These peaks 

indicate the formation of the orthorhombic 

phase associated with CoSe₂, with lattice 

parameters 3.628 Å, 4.85 Å, and 5.827 Å [16]. 

The XRD pattern for sample CAC-40 

authorizes the creation of the required 

composite. 

The chemical atmosphere and validation of 

bonds cum groups in the synthesized ternary 

composite were investigated using the FTIR 

tool. Fig. 2b presents the FTIR bands for 

carbon, cellulose, cobalt diselenide, and 

prepared composite for 600 to 4000 cm⁻¹ 

wavenumber. The bands for ranges like 690-

720 cm⁻¹ and 800–850 cm⁻¹ are accredited to 

O-Co-O vibrations cum Co-Se bonding [17]. 

Bands corresponding to C-O and C=O groups 

appeared at 1130 cum 1581 cm⁻¹. Peaks at 

1050 cm⁻¹ and 1648 cm⁻¹ relating to C-O-C 

and -COO- stretching are for cellulose, while 

the -COO- band indicates the cellulose’s 

electronegativity and dispersibility in water 

[18]. Peaks around 1539 cm⁻¹, cobalt (Co) 

complex. Bands around 2900 cm⁻¹ correspond 

to C-H functional groups in samples [19]. 

Broad peaks about 3000–3320 cm⁻¹ and 3350–

3500 cm⁻¹ regions are credited to OH groups in 

the samples [1]. 

The surface area along with pore size for the 

composite samples was examined using 

isotherms methods (nitrogen adsorption-

desorption). Fig. 2c illustrates the BET plot for 
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the prepared samples. The isotherm for the 

CAC-40 sample resembles a type-IV curve, 

indicating a mesoporous structure in the 

ternary composite. The pore size for this CAC-

40 ranges from 0 to 160 nm. The N₂ 

adsorption/desorption scheme, along with the 

inset showing the pore size distribution arc for 

the CAC-40 sample, is presented in Fig. 2c. 

The area at the surface of CAC-40 was 

estimated to be 460 m² g⁻¹, with a pore 

diameter of around 4.1 nm. The BET results 

suggest that the CAC-40 ternary composite has 

a larger surface area, which could enhance the 

storage of the charges at both the outer and 

internal active sites. As a result, the CAC-40 

sample is expected to demonstrate excellent 

electrochemical performance. 

 

 

3.2 Temperature related studies 

The stability with temperature variation of the 

CAC sample was verified through the Thermo-

gravimetric analysis (TGA) tool. Initially, a 

weight reduction of approximately 2.6 % 

below 200 °C indicates the evaporation of 

moisture from the exterior area of the sample 

elements. Subsequently, a weight reduction of 

about 34.6 % is detected over the temperature 

range of 200 to 570 °C, reflecting the 

devolatilization of the material. As the TGA 

readings were conducted under an inert 

nitrogen atmosphere, the likelihood of 

oxidation or combustion of the constituents 

(such as cobalt, selenium, and carbon) in the 

sample is minimal. Consequently, we spot a 

Figure 2. (a) X-ray diffraction, (b) FTIR plot, and (c) nitrogen adsorption-desorption isotherms for 

CAC-40 sample. 
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nonstop decay in the TGA curve through the 

complete temperature region. 

 

DSC was employed to authorize the upsurge of 

conductivity (electrical) which is due to a 

growth of ions (free) and a reduction of 

crystallinity. Fig.3b shows the DSC results for 

the CAC-40 sample. The endothermic peak 

observed over the 0-300˚ C temperature range 

is accredited to the melting point of different 

components (selenium, carbon which is 

activated, and cellulose fiber) of the prepared 

composite. The exothermic peaks from 300-

500˚ C temperature represent crystallization 

and the reaction of different components to 

formulate the ternary composite.  

 

3.3 Morphology study via field emission 

scanning electron microscopy-FESEM 

To explore the morphology of the ternary 

composite (CAC-40), we conducted an 

investigation using FESEM. 

Fig.4 presents the FESEM pictures for the 

CAC-40 sample. The images reveal intact 

CoSe₂ particles enveloped by spherical 

activated carbon, with cellulose fibers visible 

throughout the structure. Additionally, the 

flakes of CoSe₂ are uniformly distributed and 

attached to the activated carbon. Our previous 

report outlined the rationale for coating CoSe₂ 

particles with activated carbon. The addition of 

cellulose fibers to the CoSe₂ and carbon 

composite was aimed at preventing the 

aggregation of CoSe₂ particles, creating a 

biodegradable and less contaminated material, 

and ensuring mechanical stability. This design 

optimizes the architecture of the composite to 

achieve a high area at the surface and a clear 

circulation path for ions associated with 

electrolytes, facilitating efficient charge 

storage. 

 

3.4 Electrochemical investigation of the 

prepared cell for different temperature   

The electrochemical properties of a composite 

made of CoSe2 with cellulose were examined 

using a 2-E configuration at 1.6 V (potential 

window) in a potassium hydroxide electrolyte 

of six molarity. The performance of the 

composite was evaluated through, GCD, EIS, 

and CV. 

Figure 3. (a) TGA, and (b) DSC for CAC-40 sample. 
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Fig. 5a presents the CV arcs of the ternary 

composite at dissimilar temperatures while 

measuring electrochemical measurements, 

ranging from 40°C to 120°C, with a 100-mV 

s⁻¹ scan rate. The CAC-40 material exhibited 

the largest CV curve area, indicating superior 

performance compared to other temperature-

based samples. Fig. 5b shows the specific 

capacitance (Cs), estimated using equation 1, 

for all cells at various temperatures at a 

common scan rate. Fig.5c illustrates the CV 

curve for CAC-40 at different scan rates, 

revealing a distorted rectangular profile. This 

shape suggests that charge storage occurs 

Figure 4. FESEM image for CAC-40 at 2 micrometers. 

Figure 5. (a) CV plot for temperature range 40-120˚C, (b) specific capacitance at 100 mV s-1 for the sample 

at changed temperature ranges, (c) CV graph for CAC-40 at unlike scan rates, and (d) variation of 

capacitance with scan rate for CAC-40 sample. 
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through two processes: (1) the adsorption of 

electrolytic ions at the boundary of two 

components, creating an EDL at the boundary, 

and (2) a reversible faradaic process, involving 

the passage of electrolytic ions inner surface of 

the electrode material. Fig. 5d displays the 

specific capacitance (Cs) against the scan rate 

(10 to 100 mV s⁻¹). The Cs value declines with 

increasing scan rate, likely due to reduced ion 

accumulation on the electrode surface at higher 

scan rates. 

Fig. 6a presents the GCD arcs for ternary 

composite samples synthesized at dissimilar 

temperatures, at 2 A g⁻¹. The GCD curve 

outline deviates from the typical convention 

shape for all samples at different temperatures, 

which is attributed to the contribution of 

mutually formed electrostatic layer and 

oxidation-reduction reactions, allowing for 

enhanced charge storage. Fig. 6b shows the 

GCD profiles for CAC-40 at varying current 

densities.  

The specific capacitance (Cs), calculated with 

equation 2 at unlike current densities (ranging 

from 1 to 5 A g⁻¹), is depicted in Fig. 6c. The 

drift in Cs values obtained from GCD 

measurements aligns with the results of CV 

analysis across all samples. Electrochemical 

parameters for all samples at varied 

temperatures, calculated using equations 1 to 4, 

are summarized in Table 1. A Ragone plot 

proving the connection between power and 

energy density for CAC-40 is shown in Fig. 

6d. The CAC-5 samples demonstrated the 

highest performance, delivering approximately 

22 Wh kg⁻¹ (energy density) and power density 

of about 411 W kg⁻¹ for 1 A g⁻¹, outperforming 

other composite samples. 

 

Figure 6. (a) GCD plot for the sample at unlike temperature (40-120˚C), (b) GCD for CAC-40 at dissimilar 

current density, (c) specific capacitance change vs current density, and (d) Ragone graph for CAC-40 sample. 
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Table 1. Different electrochemical parameters for CAC-40 samples at different current densities 

Current Densities 

(A g-1) 

Specific Capacitance 

(F g-1) 

Energy Density 

(Wh kg-1) 

Power Density 

(W kg-1) 

0.5 248 22 411 

1 223 20 733 

2 167 15 1329 

3 125 11 1347 
4 37 3 1786 

The resistive and capacitive properties of the 

organized composites were investigated using 

EIS for frequency shifting from 0.1 Hz- 0.1 

MHz. The Nyquist plots for all samples are 

revealed in Fig. 7a, highlighting two distinct 

frequency regions: (a) the high-frequency 

region, which exhibits a semicircle. The 

intersection of this semicircle with the X-axis, 

along with its diameter, represents the charge 

transfer resistance (Rct) and bulk resistance; (b) 

the region of low-frequency, depicts a line that 

appears parallel to the Y-axis. 
The bulk resistance (Rb) reflects the resistance 

within the cell, including interfaces and 

solvents. Fig. 7b presents a bar graph 

comparing the Rb and Rct resistances of all 

samples at different temperatures. It reveals 

that the CAC-40 sample has the lowest bulk 

resistance (Rb = 5.3 Ω) also Rct = 0.9 Ω relative 

to other samples at varied temperatures. This 

low bulk resistance suggests that the CAC-40 

material offers an efficient, unobstructed 

pathway for ion transport, promoting optimal 

charge storage.  

In the proposed research, the functional 

properties of activated carbon will be 

thoroughly examined and incorporated to 

understand its impact on energy storage device 

performance. Activated carbon is widely 

recognized for its high surface area, excellent 

porosity, and stability, making it a valuable 

additive in energy storage systems, particularly 

for enhancing electrode performance. The 

study aims to explore how incorporating 

activated carbon into cobalt diselenide 

electrode materials can improve critical 

performance metrics such as electrochemical 

stability, energy density, and power density. 

Also, the incorporation of activated carbon and 

cellulose fibers significantly enhanced the 

electrochemical performance of the composite, 

resulting in a substantial increase in specific 

Figure 7.(a) Nyquist plot, and (b) bar graph indicating bilk and charge transfer resistance for the cell at 

different temperatures. 
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capacitance and improved charge-discharge 

kinetics.  

 

4. Conclusion 

This study successfully demonstrates the 

electrochemical behavior of a cobalt diselenide 

(CoSe₂) --based ternary composite hybrid 

supercapacitor across varying temperatures. 

The electrode material depicted surface is 

about 460 m2 g-1. The incorporation of 

activated carbon and cellulose fibers 

significantly enhanced the electrochemical 

performance of the composite, resulting in a 

substantial increase in specific capacitance and 

improved charge-discharge kinetics. The 

composite-based cell at 40˚ C temperature 

revealed a specific capacitance of 248 F g⁻¹, 

which further decreased at higher 

temperatures, showcasing a negative 

correlation between temperature and 

electrochemical performance. The energy and 

power densities obtained for the same 

electrode are estimated at around 22 Wh kg-1 

and 411 W kg-1. Our findings reveal that the 

specific capacitance of the supercapacitor 

decreased with temperature, highlighting the 

negative impact of elevated temperatures on 

the ion's mobility and charge transfer 

efficiency. These results suggest that the 

ternary composite not only enhances energy 

storage capacity but also ensures reliable 

performance over extended use. Overall, the 

findings of this research indicate the promising 

potential of CoSe₂-based ternary composites 

for high-performance energy storage 

applications at around room temperature. 

Future research may focus on optimizing the 

composite's morphology and exploring 

additional synergistic materials to further 

enhance performance. 
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Abstract: The manuscript investigates the DC performance of conventional HEMT and Sunken 

Source Connected Field Plate (SSC-FP) HEMT reliability under reverse bias step stress. To assess 

the electrical performance of the device at the gate terminal is subjected to a high reverse bias step 

stress up to – 40 V with an increase of – 5 V step. A higher degree of ON–state resistance (RON) 

degradation is observed in the conventional HEMT than in the SSC-FP HEMT device. Post-stress 

drain to source current (Ids) degradation is ~11% and ~6% in non-FP and with SSC-FP devices 

respectively. In conventional devices when gate voltage (VGS) is up to -20V, the device leakage 

current is recoverable but after that, the gate current increases exponentially and becomes noisy. 

In SSC-FP devices, this behavior is shown after gate voltage -30V. 

Keywords: AlGaN/GaN HEMT, Threshold Voltage Shift, OFF–State Stress, Reliability.

1 

Introduction: The birth of AlGaN/GaN High 

Electron Mobility Transistors (HEMTs) 

represent a significant breakthrough in the 

field of semiconductor technology, 

particularly for applications requiring high 

power, high frequency, and high-temperature 

operation [1-4]. These devices exploit the 

unique properties of Gallium Nitride (GaN), a 

wide-bandgap semiconductor, and the 

AlGaN/GaN heterojunction to achieve 

superior performance compared to traditional 

silicon-based transistors [5, 6]. GaN’s wide 

bandgap of 3.4 eV allows for higher 

breakdown voltages, greater power density, 

and improved thermal stability, making it an 

ideal choice for demanding environments 

such as radar systems, satellite 

communications, and power electronics [7, 8]. 

New applications in 5G communication 

infrastructure, electric vehicles, and 

renewable energy systems are emerging as 

key areas where these devices could drive 

transformative technological advancements 

[9-12]. Moreover, the integration of 

AlGaN/GaN HEMTs with other 

semiconductor technologies, such as silicon 

carbide (SiC) and diamond, holds promise for 

further enhancing the power handling 

capacity and efficiency of these devices [10]. 

The structure of AlGaN/GaN HEMTs 

is particularly noteworthy for its ability to 

generate a high-density two-dimensional 

electron gas (2DEG) at the heterojunction 

interface [11]. This 2DEG, formed without 

doping, enables extremely high electron 

mobility, leading to low on-resistance and fast 

switching speeds. As a result, AlGaN/GaN 

HEMTs have rapidly gained traction in the 

defense, telecommunications, and automotive 

industries, where performance and efficiency 

are paramount [12-14]. 

Looking toward the future, ongoing 

research into AlGaN/GaN HEMT devices is 

expected to unlock even more advanced 

capabilities. Efforts are focused on improving 

device reliability, thermal management, and 

scalability for mass production. However, 

improving their reliability under high 

operating voltage conditions remain a critical 

challenge. The introduction of a Sunken 

https://doi.org/10.63015/10s-2446.1.6
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Source Connected Field Plate (SSC-FP) in 

AlGaN/GaN HEMTs has proven to be an 

effective solution that enhances device 

performance and reliability [13, 14]. This 

design has a metal plate parallel to the gate 

terminal and is connected to the source 

through the mesa region, significantly reduces 

the parasitic capacitances (Cgs and Cgd) 

compared to other field plate technology. 

SSC-FP suppresses electric field peaks at the 

gate edge towards the drain terminal, and 

improves the breakdown voltage, which is 

crucial for high-power applications such as X-

band radar systems and power amplifiers in 

satellite communications [10-12]. The future 

research will likely focus on further 

optimizing this structure for better thermal 

management and scalability, ensuring that 

AlGaN/GaN HEMTs remain a keystone of 

high-power electronics.  

A study by Bothe et al., demonstrated 

that HEMTs with an SSC-FP exhibit over 10 

W/mm saturated output power and superior 

reliability, with an estimated lifetime 

exceeding 6 × 107 hours at 225°C, a more than 

two-fold increase over conventional designs 

[14]. Also, Zhu et al. reported that FP helps 

mitigate the detrimental effects of the inverse 

piezoelectric effect and trapping phenomena, 

which are often exacerbated under reverse-

bias stress conditions [15]. This work 

investigates the performance of non-FP and 

SSC-FP HEMT devices under high reverse 

bias step stress.  

The article is structured as follows: 

Section 2 presents the details of the device 

structure and fabrication process. Section 3 

compiles the DC IV measurements and 

reliability studies and summarizes them with 

extracted parameters. Finally, the manuscript 

concluded in Section 4. 

 

2. Experimental Methodology: AlGaN/GaN 

HEMTs were grown on SiC substrates using 

metal-organic chemical vapor deposition 

technique, with 25nm thick Al0.25Ga0.75N on a 

2μm semi-insulating GaN buffer. Standard 

Ti/Al/Ni/Au source/drain ohmic contact 

metallization is done using the e-beam 

evaporation technique and annealed at 820 ◦C 

for 30 sec. Device isolation is carried out 

using the nitrogen implantation process. T-

shaped Ni/Au gate contact were fabricated 

using slit etching. Devices were passivated 

using 100nm SiNx deposited by plasma-

enhanced CVD [13]. HEMTs with gate 

length, source-drain spacing, gate-drain 

spacing, and gate width of 0.4, 6, 4.6, and 100 

μm, respectively. Schematic of the non-FP 

and with SSC-FP is shown in Fig.1 (a & b). 

The process flow of the fabrication of the 

devices is shown in Fig. 2. The measurement 

procedure is shown in Fig. 3, the fabricated 

devices were subjected to OFF state step 

stress at room temperature. Electrical 

measurements were carried out using 

Semiconductor Parametric Analyzer SCS-

4200A. 

 

 
(a) 

 

 
(b) 

 

Figure 1. (a) and, (b) Schematic representations of 

the conventional (non-FP) and the SSC-FP HEMT 

device, respectively. 
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Figure 2. Flow chart of the fabrication of 

AlGaN/GaN HEMT devices. 

 

Figure 3. Shows the measurement procedure of the 

device. 

As shown in Fig. 3, device pre-

measurement is carried out and then the gate 

reverse bias is increased with the step of -5V. 

Devices were subjected to 60 second stress 

cycles, and electrical measurements were 

taken after each stage. 

 

3. Results & Discussions:  

 

3.1 Two Terminal Schottky Diode 

measurements: Forward and reverse 

Characteristics of the Schottky is carried out, 

as shown in Fig. 4 (a & b). The ΦB and η are 

calculated using the thermionic emission (TE) 

model by using the standard diode equations 

(1) and (2): 

I = IS [exp (
qV−IRD

ηkT
 )−1] (1) 

IS = AA*T2 exp (−q ΦB/ kT) (2) 
where, 

 q= carrier charge,  

 k= Boltzmann's constant,  

 T= Temperature, 

 ΦB= Schottky barrier height  

 η = Ideality factor, 

 A=  Diode area,  

 IS= Reverse saturation current 

 IRD = Voltage drop across the diode, and  

 A*= Richardson constant for AlGaN. 

 

Table 1 summarizes the extracted parameters 

before and after stress.  

 

 
(a) 

 
(b) 

Figure 4. Comparison of (a) Forward, and (b) 

Reverse two terminal Gate characteristics of Non-

FP and SSC-FP HEMT devices after step stress 

(Vg=-40V). 

Table 1 Comparison of two terminal (Schottky 

Parameters) of the Non-FP and SSC-FP HEMT 

devices. 

Device 

Diode Parameters 

Before stress After stress 

ɸ B 

(eV) 

ɳ ɸ B 

(eV) 

ɳ 

Without 

FP 

0.910 1.15 0.856 1.56 

With 

SSC-FP 

0.905 1.16 0.867 1.47 
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As Fig. 4 shows the degradation in the 

Schottky parameters after step stress. The 

continuous stress at the gate (Ni/Au) leads to 

Nickel diffusion and corresponds to the 

degradation of the gate edge [17]. 

 

3.2 Three Terminal Device 

Measurements: 

 

• Reverse Bias Step Stress at the Gate 

Terminal: In the step stress measurement 

technique, stress is applied incrementally 

overtime at the gate terminal. In this 

experiment, the VGS was stepped by -5V. The 

device's leakage current was measured for 60 

seconds at each step stress. The results of high 

reverse bias gate voltage step stress are shown 

in Fig. 5. The findings suggest that leakage 

remains recoverable up to a gate voltage of -

20V and -30V, in conventional and SSC-FP 

devices respectively, which attributed to the 

trapping of electrons beneath the gate region. 

In non-FP devices at Vgs =-20V, the gate 

current becomes noisy and undergoes a 

significant increase, signaling the degradation 

in device performance while in the SSC-FP 

device, it is observed after Vgs=-30V. 

As high voltage is applied to the gate terminal, 

the vertical electric field in the device 

increases which induces leakage paths in 

silicon nitride and AlGaN barrier which 

causes a rise in the gate current [17, 18]. Also, 

it is described that a high electric field 

deteriorates the original lattice parameters of 

the barrier layer and induces an inverse 

piezoelectric phenomenon [16]. Also, Zanoni 

et al. [18] reported through 

electroluminescence (EL) studies that hot-

spot formation at the gate edge under high 

reverse bias contributes to the rise in leakage 

current. DC characterization is carried out 

before and after each step of stress to observe 

the current collapse phenomenon, which 

manifests in the form of an increase in the 

dynamic resistance (RON) of the device. Fig. 5 

(a & b) shows the increase in the RON, VTH 

shift, and increase in off-state leakage current 

post-stress in both non-FP and FP devices. 

Post stress a reduction in drain 

transconductance (gD) and gate 

transconductance (gM) is also observed as 

shown in Fig. 5 (a) and Fig. 5 (c) respectively. 

Degradation in gate contact and defects 

generation can be observed with the increase 

in gate leakage current which is shown in Fig. 

5(d) with time. Table 2, explains the change in 

the parameters post-step stress. 
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(d) 

Figure 5. Post reverse bias step stress scheme, (a) 

Output characteristics, (b) & (c) shows transfer 

characteristics, and (d) gate current as a function 

of transient time. 

 

Table 2 summarizes the change in device 

parameters before and post-stress. 

 

Parameters 

Device 

Without FP With 

SSC-FP 

IDS 

(mA/mm) 

Before 

Stress 
850 830 

After 

Stress 
760 778 

Δ  

(%) 
10.6 6.3 

RON 

(Ω∙mm) 

Before 

Stress 
4.56 4.55 

After 

Stress 
6.25 5.02 

Δ  

(%) 
37.0 10.3 

 

VTH  

(V) 

Before 

Stress 
-4.98 -4.85 

After 

Stress 
-5.82 -5.25 

Δ  

(%) 
16.8 8.24 

 

Gm 

Before 

Stress 
190 190 

After 

Stress 
148 160 

Δ  

(%) 
22.1 15.8 

 

Here, delta (Δ) represents the change in the 

parameters. A remarkable degradation is 

observed in the conventional HEMT as 

compared to the SSC-FP HEMT devices. 

 

 

4. Conclusions: A comparative study of 

conventional HEMT and SSC-FP HEMT 

devices is studied. Post reverse bias step 

stress, the electrical performance of the device 

is investigated. Conventional devices are 

more vulnerable to degradation under high 

electric fields compared to SSC-FP HEMT 

devices. The SSC-FP device reduces the peak 

of the vertical electric field which prevents the 

degradation of the device parameters like 

threshold voltage (VTH) shift and RON. Post 

reverse bias step stress up to -40V, the 

degradation of ⁓11% and 37% in IDS and RON, 

respectively in the case of the conventional 

device against the ⁓6% and ⁓10% degradation 

recorded in the SSC-FP HEMT device the IDS 

and RON, respectively. The SSC-FP design 

introduces several reliability benefits under 

high reverse-bias step stress. The reduction in 

the electric field intensity near the gate edge 

leads to a lower likelihood of premature 

device failure, which is particularly critical 

when operating at high drain-source voltages. 
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Abstract: Numerical approximation methods have been developed to linear differential 

equation with initial condition. The comparison of the results has been done among Euler’s 

method, modified Euler’s method and RK-4 with the help of Scilab software 6.1.1. RK-4 

method is effective enough to reach more accuracy in the result. The Runge-Kutta 

method attempts to overcome the problem of the Euler's method, and modified Euler's method 

and the study shows that in all cases RK-4 method improves to a great extent, than those by 

the Euler method and Modified Euler’s Method. For RK-4 the approximation accuracy is 

proportional to the fourth power of the step size, thus making it a powerful and widely used 

numerical method also this method gives us higher accuracy without performing more 

calculations. Three different values of the step size have been taken. It is observed that smaller 

values of step size give better result; in all cases RK-4 method fits best as compared to others. 

The nature of the plot obtained by directly matches with the approximation solutions. It is 

observed that RK-4 method is suitable for obtaining the accurate solution of ODEs when the 

taken step sizes are too much small; since smaller h reduces the error.  
Keywords: Ordinary Differential Equation, Initial Conditions, Step size, Accuracy Analysis, 

Absolute Error and Scilab software 6.1.1. 

 

1. Introduction: Scilab is a free and open-

source, cross-platform with highly 

numerical calculation package. It has 

multiple uses and wide applications in all 

branch of sciences and engineering. 

Numerical methods are techniques by which 

mathematical problems are formulated so 

that they can be analyzed with arithmetic 

operations although there are many kinds of 

numerical methods, they have one common 

characteristic: they invariably involve large 

numbers of tedious arithmetic calculations. 

To solve differential equations we have 

many methods but in this paper we have 

opted only three method named Euler’s 

method, modified Euler’s method and RK-4 

method. Operations with ODE having 

significant role when it was done through 

scilab, the programming starts with the 

detailed modeling an ODE with three 

different styles [1]. In a comparison of 

performance of the CP scheme, Polygon, 

Harmonic-Polygon, and Cube-Polygon 

schemes it was found that all enhance Euler 

methods. The CP scheme achieves higher 

accuracy while requiring less computing 

time when applied to the RCL circuit 

equation for second-order ODE [2]. A 

System of non-homogeneous equations 

using matrix exponential method was 

studied and analyzed using Scilab software 

6.1.1 [3]. All the results obtained by ODEs 

with initial conditions can be analyzed with 

the help of softwares and then the results 

https://doi.org/10.63015/5c-2447.1.6
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compared.  These days Scilab software so 

popular, we used it in this paper (Scilab 

software 6.1.2 with window operating 

system). Result Analysis with accuracy at 

given initial conditions for ODEs done by 

M. A. Arefin at.el. using modified Euler 

method [4]. A demonstration study done on 

RK-4 method by using MATLAB 

Programming [5]. The numerical solutions 

for Euler’s method and RK4 for ordinary 

differential equations (ODEs) were solved 

using Scilab [6]. Multiple numerical 

solutions to intuitionistic fuzzy differential 

equations have been studied as well as the 

traffic flow problem using RK4 method and 

[7-9]. Many times the linear differential 

equations of second order with different 

ways and different methods had been 

compared by Runge-Kutta methods [10-12]. 

Numerical methods such as RK4 etc. are 

commonly used for solving mathematical 

problems that are formulated in science and 

engineering where it is difficult or even 

impossible to obtain exact solutions these 

methods use mathematical modelling forms 

an important part of many tertiary courses in 

mathematics and engineering. Numerical 

methods provide a vehicle for you to 

reinforce your understanding of 

mathematics. RK-4 methods is to reduce 

higher mathematics to basic arithmetic 

operations it is a rich collection of numerical 

algorithms covering many aspects of 

scientific computing problems such as 

ordinary differential equations which can 

solve by Matlab also [13]. Non-linear partial 

differential equations such as a specific fluid 

flow problem can be easily solved by RK-4 

method as well as it is capable solve a 

complex problem, physically or 

geometrically. The Various methods such as 

RK-4 and numerical techniques the basic 

fundamentals for the differential equations 

as well as mathematical modelling and 

engineering problem done by S. C. Chapra, 

R. P. Canale and D. Houcque [14-16]. The 

short list of its capabilities for matrices, 

polynomials, linear equation, signal 

processing, ODE’s for numerical methods 

always involve with the topics related to 

generate the matrices which are solving the 

linear equation, ordinary differential 

equation (ODE’s) and numerical integration 

[17-18].  

 

IMPORTANCE & APPLICATIONS OF 

RK-4 METHOD 

RK-4 METHOD: Runge Kutta was not a 

single person but two names collectively and 

the Runge Kutta method was named after 

these two German mathematicians-Carl 

David Tolmé Runge and Wilhelm Kutta. 

Runge Kutta method is an iterative method, 

where the successive approximations are 

generated to reach the final result and each 

iteration requires function evaluations at 

several points within the step interval. This 

method can be used for 'n' iterations to solve 

the differential equation; in this method the 

approximation accuracy is proportional to 

the fourth power of the step size, thus 

making it a powerful and widely used 

numerical method.   

RK-4 is called fourth-order Runge-Kutta 

method for approximating the solution to 

the problem with initial value 𝑦′ = 𝑓(𝑥, 𝑦) 

with initial condition 𝑦(𝑥0) = 𝑦0 at the 

points 

 xn+1 = x0 + nh in an interval with slope as an 

arithmetic average 

where n = 0, 1,2,3 . . .  

yn+1 = yn + 
𝟏

𝟔
(k1 + 2k2 + 2k3 + k4); 

where 

𝑘1 = ℎ𝑓(𝑥0, 𝑦0) 

𝑘2 = ℎ𝑓 (𝑥0 +
ℎ

2
, 𝑦0 +

𝑘1

2
) 

𝑘3 = ℎ𝑓 (𝑥0 +
ℎ

2
, 𝑦0 +

𝑘2

2
) 

𝑘4 = ℎ𝑓(𝑥0 + ℎ, 𝑦0 + 𝑘) 

 

Applications: 

1. It controls the accuracy and adjustment of 

the step size. 

2. It suited very well to solve linear and non- 

linear initial value fuzzy problems. 

3. It can be used to solve a complex problem, 

physically or geometrically. 
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4. It us higher accuracy without performing 

more calculations.  

5. It is also used to solve both higher order 

ordinary differential equations and coupled 

(simultaneous) differential equations. 

6. It can be used to solve non-linear partial 

differential equations such as a specific fluid 

flow problem.  

7. It gives more accurate result as compared 

to above two methods. The solution curves 

were infact generated using a Runge-Kutta 

approximation.  

8.We can take different value of step size, h. 

 

SCILAB PROGRAMMING/CODING 

FOR EULER’S METHOD: 

funcprot(0); 

function dy=f(x, y) 

dy=y-x; 

endfunction 

C=1; 

x0=0;        //initial value of x 

y0=1/2;   //initial value of y 

h=0.1;    //step size It can be 0.01;0.05 etc 

xn=1; 

n=(xn-x0)/h;  //no. of steps 

x=zeros(n+1,1) 

y=zeros(n+1,1) 

x(1)=x0; 

y(1)=y0; 

disp('x      y         Exact Soln   Abs Error'); 

for i=1:n 

    x(i+1)=x(i)+h; 

y(i+1)=y(i)+h*f(x(i),y(i)) 

end 

yexact=C+x-(1/2)*exp(x);  //it is an exact 

soln after solving DE manually 

plot(x,y,':r',x,yexact,'--b','linewidth',2)      

//plots 

xlabel('x→','fontsize',6) 

ylabel('y↑','fontsize',6,'rot',0) 

title('h=0.1','fontsize',4) 

legend('Euler Solution','Exact Solution',2) 

error=yexact-y; 

a=yexact-y; 

abs(a); 

disp([x,y,yexact,abs(a)]) 
 

 

SCILAB PROGRAMMING/CODING 

FOR EULER’S MODIFIED METHOD: 

funcprot(0); 

function dy=f(x, y) 

dy=y-x; 

endfunction 

x0=0;//initial value of x 

y0=1/2;//initial value of y 

h=0.1;//step size It can be 0.01;0.05 etc 

xn=1; 

n=(xn-x0)/h; 

x=zeros(n+1,1) 

y=zeros(n+1,1) 

x(1)=x0; 

y(1)=y0; 

disp('x      y         Exact Soln   Abs Error'); 

for i=1:n 

    x(i+1)=x(i)+h; 

yc(i+1)=y(i)+h*f(x(i),y(i)) 

y(i+1)=y(i)+0.5*h*(f(x(i),y(i))+f(x(i+1),yc(

i+1))) 

end 

yexact=1+x-(1/2)*exp(x);//it is the exact 

soln after solving DE manually 

plot(x,y,':r',x,yexact,'--b','linewidth',2) 

xlabel('x→','fontsize',6) 

ylabel('y↑','fontsize',6,'rot',0) 

title('h=0.05','fontsize',4) 

legend('Eulers Modified','Exact Solution',2) 

error=yexact-y; 

a=yexact-y; 

abs(a); 

disp([x,y,yexact,abs(a)]) 

 
 

SCILAB PROGRAMMING/CODING 

FOR RK-4 METHOD: 

 

funcprot(0); 

function dy=f(x, y) 

    dy=y-x; 

endfunction 

x0=0; 

y0=1/2; 

h=0.1; //step size It can be 0.01;0.05 etc 

n=(xn-x0)/h; //no. of steps 

x=zeros(n+1,1) 

y=zeros(n+1,1) 

x(1)=x0; 

y(1)=y0; 
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disp('x      y         Exact Soln   Abs Error'); 

for i=1:n; 

x(i+1)=x(i)+h; 

k1=h*f(x(i),y(i)); 

k2=h*f(x(i)+h/2,y(i)+k1/2); 

k3=h*f(x(i)+h/2,y(i)+k2/2); 

k4=h*f(x(i)+h,y(i)+k3); 

y(i+1)=y(i)+(1/6)*(k1+2*k2+2*k3+k4); 

end 

yexact=(1+x)-(1/2)*exp(x);//it is the exact 

soln after solving DE manually 

plot(x,y,':r',x,yexact,'--b','linewidth',2) 

xlabel('x→','fontsize',6) 

ylabel('y↑','fontsize',6,'rot',0) 

title('h=0.05','fontsize',4) 

legend('RK4','Exact Solution',2) 

error=yexact-y; 

a=yexact-y; 

abs(a); 

disp([x,y,yexact,abs(a)]) 

 

Ordinay method: 

clc 

clf 

funcprot(0); 

function dy=f(x, y) 

    dy = y-x  

endfunction 

x0 = 0; 

y0 = 1/2;      

x=0:0.01:1; 

y=ode(y0,x0,x,f) 

plot(x,y,'linewidth',2) 

xlabel('x→','fontsize',6) 

ylabel('y↑','fontsize',6,'rot',0) 

title('Graph of Exact Solution','fontsize',4) 

legend('Direct Plot of the Equation',2) 

Now continuing with a systematic manner, 

we generate the approximations listed in 

Tables 1-3 where we have rounded the 

calculations to seven decimal places.  

Table 1.  [Figure 2(a)-2(c)] Approximate solution 

for different step sizes with exact solution and 

absolute value. 

 

EULER 

 

h=0.1 

 
   x       y         Exact Solution     Abs Error 

 

   0.     0.5               0.5               0.        
   0.1   0.55             0.5474145   0.0025855 

   0.2   0.595           0.5892986   0.0057014 

   0.3   0.6345         0.6250706   0.0094294 
   0.4   0.66795       0.6540877   0.0138623 

   0.5   0.694745     0.6756394   0.0191056 

   0.6   0.7142195   0.6889406   0.0252789 
   0.7   0.7256415   0.6931236   0.0325178 

   0.8   0.7282056   0.6872295   0.0409761 
   0.9   0.7210262   0.6701984   0.0508277 

   1.     0.7031288   0.6408591   0.0622697 

 

 

Euler’s Modified 
 

   0.     0.5               0.5               0.        

   0.1   0.5475         0.5474145   0.0000855 
   0.2   0.5894875   0.5892986   0.0001889 

   0.3   0.6253837   0.6250706   0.0003131 

   0.4   0.654549     0.6540877   0.0004613                                                   

   0.5   0.6762766   0.6756394   0.0006373 

   0.6   0.6897857   0.6889406   0.0008451 

   0.7   0.6942132   0.6931236   0.0010895 
   0.8   0.6886055   0.6872295   0.001376  

   0.9   0.6719091   0.6701984   0.0017107 

   1.     0.6429596   0.6408591   0.0021005 
 

 

RK-4 
 

   0.     0.5               0.5               0.        
   0.1   0.5474146   0.5474145   4.237D-08 

   0.2   0.5892987   0.5892986   9.365D-08 

   0.3   0.6250708   0.6250706   0.0000002 
   0.4   0.6540879   0.6540877   0.0000002 

   0.5   0.6756397   0.6756394   0.0000003 

   0.6   0.688941     0.6889406   0.0000004 
   0.7   0.6931242   0.6931236   0.0000005 

   0.8   0.6872302   0.6872295   0.0000007 

   0.9   0.6701993   0.6701984   0.0000008 
   1.     0.6408601   0.6408591   0.000001 

 

 

 Figure 1. Solution by direct method 
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Table 2.  [Figure 3(a)-3(c)] Approximate solution 

for different step sizes with exact solution and 

absolute value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

EULER 

 

h=0.05 

 
   x       y         Exact Solution     Abs Error 

 

   0.05    0.525          0.5243645   0.0006355 
   0.1     0.54875       0.5474145   0.0013355 

   0.15   0.5711875   0.5690829   0.0021046 

   0.2     0.5922469   0.5892986   0.0029483 
   0.25   0.6118592   0.6079873   0.0038719 

   0.3     0.6299522   0.6250706   0.0048816 
   0.35   0.6464498   0.6404662   0.0059836 

   0.4     0.6612723   0.6540877   0.0071846 

   0.45   0.6743359   0.6658439   0.008492  
   0.5     0.6855527   0.6756394   0.0099133 

   0.55   0.6948303   0.6833735   0.0114568 

   0.6     0.7020718   0.6889406   0.0131312 
   0.65   0.7071754   0.6922296   0.0149458 

   0.7     0.7100342   0.6931236   0.0169106 

   0.75   0.7105359   0.6915         0.0190359 

   0.8     0.7085627   0.6872295   0.0213332 

   0.85   0.7039908   0.6801766   0.0238143 

   0.9     0.6966904   0.6701984   0.0264919 
   0.95   0.6865249   0.6571452   0.0293797 

   1.       0.6733511   0.6408591   0.0324921 

 

Euler’s Modified 
   0.      0.5               0.5               0.        
   0.05  0.524375     0.5243645   0.0000105 

   0.1    0.5474367   0.5474145   0.0000222 

   0.15  0.5691179   0.5690829   0.000035  
   0.2    0.5893476   0.5892986   0.000049  

   0.25  0.6080517   0.6079873   0.0000644 

   0.3    0.6251519   0.6250706   0.0000813 
   0.35  0.6405659   0.6404662   0.0000997 

   0.4    0.6542074   0.6540877   0.0001197 

   0.45  0.6659855   0.6658439   0.0001416 

   0.5    0.6758048   0.6756394   0.0001654 

   0.55  0.6835648   0.6833735   0.0001913 
   0.6    0.68916       0.6889406   0.0002194 

   0.65  0.6924794   0.6922296   0.0002498 

   0.7    0.6934065   0.6931236   0.0002828 
   0.75  0.6918186   0.6915         0.0003186 

   0.8    0.6875868   0.6872295   0.0003572 

   0.85  0.6805756   0.6801766   0.000399  
   0.9    0.6706426   0.6701984   0.0004441 

   0.95  0.657638     0.6571452   0.0004929 

   1.     0.6414045    0.6408591   0.0005454 

RK-4 
 

   0.       0.5               0.5               0.        

   0.05   0.5243645   0.5243645   1.313D-09 

   0.1     0.5474145   0.5474145   2.761D-09 
   0.15   0.5690829   0.5690829   4.353D-09 

   0.2     0.5892986   0.5892986   6.102D-09 

   0.25   0.6079873   0.6079873   8.019D-09 
   0.3     0.6250706   0.6250706   1.012D-08 

   0.35   0.6404662   0.6404662   1.241D-08 

   0.4     0.6540877   0.6540877   1.491D-08 

   0.45   0.6658439   0.6658439   1.763D-08 

   0.5     0.6756394   0.6756394   2.059D-08 
   0.55   0.6833735   0.6833735   2.381D-08 

   0.6     0.6889406   0.6889406   2.731D-08 

   0.65   0.6922296   0.6922296   3.110D-08 
   0.7     0.6931237   0.6931236   3.521D-08 

   0.75   0.6915         0.6915         3.966D-08 

   0.8     0.6872296   0.6872295   4.447D-08 
   0.85   0.6801766   0.6801766   4.968D-08 

   0.9     0.6701985   0.6701984   5.530D-08 

   0.95   0.6571452   0.6571452   6.136D-08 
   1.       0.6408592   0.6408591   6.790D-08 

 

Figure 2(a). Approximate curve for step size 

h=0.1 

Figure 2(b). Approximate curve for step size 

h=0.1 

Figure 2(c). Approximate curve for step size 
h=0.1 
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Table 3.  [Figure 4(a)-4(c)] Approximate solution 

for different step sizes with exact solution and 

absolute value 

 
EULER 

h=0.01 
   x       y         Exact Solution     Abs Error 

 

   0.       0.5               0.5                0.        
   0.01   0.505           0.5049749    0.0000251 

   0.02   0.50995       0.5098993    0.0000507 

   0.03   0.5148495   0.5147727    0.0000768 
   0.04   0.519698     0.5195946    0.0001034 

   0.05   0.524495     0.5243645    0.0001305 

   0.06   0.5292399   0.5290817    0.0001582 
   0.07   0.5339323   0.5337459    0.0001864 

   0.08   0.5385716   0.5383565    0.0002152 

   0.09   0.5431574   0.5429129    0.0002445 
   0.1     0.5476889   0.5474145    0.0002744 

   0.2    0.589905     0.5892986   0.0006064 

   0.3    0.6260755   0.6250706   0.0010049 
   0.4    0.6555681   0.6540877   0.0014805 

   0.5    0.6776841   0.6756394   0.0020447 

   0.6    0.6916517   0.6889406   0.0027111 
   0.7    0.6966183   0.6931236   0.0034947 

   0.8    0.6916424   0.6872295   0.0044129 

   0.9    0.6756837   0.6701984   0.0054852 
   1.      0.6475931   0.6408591   0.006734 

Euler’s Modified 

   0.       0.5               0.5               0.        

   0.05   0.524375     0.5243645   0.0000105 
   0.1     0.5474367   0.5474145   0.0000222 

   0.15   0.5691179   0.5690829   0.000035  

   0.2     0.5893476   0.5892986   0.000049  
   0.25   0.6080517   0.6079873   0.0000644 

   0.3     0.6251519   0.6250706   0.0000813 

   0.35   0.6405659   0.6404662   0.0000997 
   0.4     0.6542074   0.6540877   0.0001197 

   0.45   0.6659855   0.6658439   0.0001416 

   0.5     0.6758048   0.6756394   0.0001654 

   0.55   0.6835648   0.6833735   0.0001913 

   0.6     0.68916       0.6889406   0.0002194 

   0.65   0.6924794   0.6922296   0.0002498 
   0.7     0.6934065   0.6931236   0.0002828 

   0.75   0.6918186   0.6915         0.0003186 

   0.8     0.6875868   0.6872295   0.0003572 
   0.85   0.6805756   0.6801766   0.000399  

   0.9     0.6706426   0.6701984   0.0004441 

   0.95   0.657638     0.6571452   0.0004929 
   1.       0.6414045   0.6408591   0.0005454 

RK-4 

   0.       0.5               0.5                0.        

   0.01   0.5049749   0.5049749   4.174D-13 
   0.02   0.5098993   0.5098993   8.431D-13 

   0.03   0.5147727   0.5147727   1.277D-12 

   0.04   0.5195946   0.5195946   1.720D-12 
   0.05   0.5243645   0.5243645   2.172D-12 

   0.06   0.5290817   0.5290817   2.633D-12 

   0.07   0.5337459   0.5337459   3.102D-12 
   0.08   0.5383565   0.5383565   3.581D-12 

   0.09   0.5429129   0.5429129   4.069D-12 

   0.1    0.5474145    0.5474145   4.567D-12 
   0.2    0.5892986    0.5892986   1.009D-11 

   0.3    0.6250706    0.6250706   1.673D-11 

   0.4    0.6540877    0.6540877   2.466D-11 

   0.5    0.6756394    0.6756394   3.406D-11 

   0.6    0.6889406    0.6889406   4.518D-11 

   0.7    0.6931236    0.6931236   5.825D-11 
   0.8    0.6872295    0.6872295   7.357D-11 

   0.9    0.6701984    0.6701984   9.147D-11 

    1.     0.6408591     0.6408591   1.123D-10 
 

Figure 3(a). Approximate curve for step 

size h=0.0.5 

Figure 3(b). Approximate curve for 

step size h=0.05 

Figure 3(c). Approximate curve for 

step size h=0.05 
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3. Result Analysis: The programming has 

been done through Scilab and the codes 

successfully run. All the graphs have been 

plotted with the help of software at different 

values of step size, h=0.1, 0.05 and 0.01 for 

Euler’s method, Euler’s modified method 

and RK-4 method respectively. The few 

properties like line, marker, style, fontsize, 

title, labes, linewidth, rotation and legend 

etc. have been used in the graph for 

betterment of the figures. The obtained 

resulting values are displayed in tabulated 

form for above three method and their 

comparison. For h=0.1 it is observed that 

there is some error in the result for Euler’s 

method as compared to Euler’s modified but 

RK-4 method gives better result among 

above three. Same observation is notices 

when h=0.05 and 0.01. The importance of 

RK-4 method is that it fits best in all cases. 

When decreasing the step size, h to be so 

small that absolute errors or round-off errors 

started to increase the accuracy, the 

calculations become very cumbersome for 

large values of n or alternatively large no. of 

step size; in other words we can say that the 

small value of h gives the better result for 

above methods. For RK-4 method at h=0.01 

the plot from exact solution and by 

approximations coincides it means RK-4 

gives better result as compared to others. In 

this paper for all cases, it has been observed 

that the convergences rate of approximate 

solutions to exact solutions is not so high but 

the amount of error is high when the 

considering step size is comparatively large; 

here again RK-4 gains high accuracy. So it 

is the reason why we opt the small value of 

step size, h. From the graphs and tables we 

can observe it easily. So step size, h play 

very important role to reducing the errors. 

Figure 1 is obtained by solving the 

differential equation directly or by ode 

command using Scilab. In figure 2(a)-2(c) 

the value of step size, h is 0.1; for figure 

3(a)-3(c) the value of step size, h is 0.05 and 

finally for figure 4(a)-4(c) the step size, h is 

taken 0.01. The curve of figures 1 is same as 

obtained by approximations shown in other 

figures. Finally, it has been observed that we 

can reach up to the accurate solutions of 

IVPs of ODEs by utilizing the 

approximations methods when the step size 

is so much small. Finally, the result comes 

out in favour of RK-4 for high accuracy 

among all.  

Figure 4(a): Approximate curve for step 

size h=0.0.1 

Figure 4(b). Approximate curve for step 

size h=0.01 

Figure 4(c). Approximate curve for step 

size h=0.01 
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4. Conclusions: Finally, the results are 

calculated and tabulated with approximation 

solution. Exact Solution and absolute errors 

done using Scilab coding. RK-4 method fits 

best in all cases; it is more effective while 

comparing to other numerical methods as it 

reduces the minimum error. Finally, the 

results of high accuracy found in favour of 

RK-4 among all. In all cases the role of step 

size, h is very important and if it is low then 

accuracy goes to high or in other words we 

can say that smaller value of step size, h is 

needed for better result. The best value of 

the solution is found to be at x=0.4 in all 

cases. We can take different value of step 

size, h. The curve of figure 1 as obtained by 

direct solution is same as by approximations 

for all three methods. The results have been 

compared and it has been found that RK-4 

method gives best result among all for 

smaller h. It controls the accuracy and 

adjustment of the step size. All the graphs 

have been plotted using Scilab. It has an 

advantage that is free of cost, open-source 

and easily available to all for any operating 

systems. RK-4 has some applications. It 

having much applications in Mechanics, 

aerodynamics and in non-linear dynamics 

etc.  and in was This method was adopted in 

the study of fluid mechanics where some 

applications on laminar and turbulent 

aerodynamics (fully implicit schemes) 

described by M.H. et al. in 2005. Finally, a 

turbulent Navier- Stokes used to show the 

nature of order reduction that encountered in 

high Reynolds number applications [19]. 

RK-4 was used for solving a set of non-

linear transcendental power flow equations 

of power and the feasibility of this method is 

tested on 5-bus, IEEE 14-bus, 39-bus and 

57-bus test system. this method is capable to 

obtain the global optimal solution of each 

power network by solving the dynamics of 

HNN. The operations of an analog RC 

electrical circuit can be analyzed using RK-

4 method [20].  
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Abstract: In this study estimation of radiation dose from the bricks which are made of uranium 

mill tailings (UMT) was carried out. For this purpose, RESRAD-BUILD software was used 

for simulation of radiological exposure of occupant in a model room made with UMT bricks 

of various composition. In this study, standard model room having dimensions of 5 m × 4 m × 

2.8 m was considered for computation. Its floor and ceiling are built with concrete, and the 

walls are made by using UMT bricks. The occupant location was considered at the centre of 

the room at 1m height from floor. Possible pathways of exposure were external exposure and 

inhalation of radon and progeny. The excess dose to occupant residing in model house made 

by UMT bricks had been found out to be 1 mSv for composition of UMT less than 20%. 

Further, radon concentration inside the room attributable to UMT bricks was found to be 6.5 – 

32.2 Bqm-3 for UMT composition 10%-50% which is much less than the recommended action 

level for radon.  

 

Keywords: Uranium mill tailings, Dwellings, RESRAD, Tailings bricks, Radon, Gamma, 

Dose.  

 

1. Introduction: 

Nuclear energy has played a significant role 

in achieving energy requirements worldwide. 

With the increase in demand for clean energy 

sources to reduce carbon emissions, nuclear 

energy has emerged as the most viable and 

robust option. Uranium mining and its 

extraction from natural deposits have been 

carried out for the past several decades for 

use in the production of electricity in nuclear 

power plants [1]. In India, Uranium mining 

started in the year 1967 in Jaduguda, 

Jharkhand [2]. At present, there are seven 

Uranium mines at Jaduguda, Bhatin, 

Narwapahar, Bagjata, Mohuldih, Turamdih 

and Banduhurang in Singhbhum East district 

in the eastern state of Jharkhand and one 

underground mine at Tummalapalle in 

Kadapa district of Andhra Pradesh. 

Additionally, two Uranium ore processing 

plants are operational at Jaduguda and 

Turamdih in Jharkhand which use acid 

leaching for extraction of U from ore, 

whereas one Uranium ore processing plant is 

operational at Tummalapalle in Andhra 

Pradesh which uses alkaline leaching for 

extraction of U from ore.  

 Upon extraction of U, low specific 

activity waste, known as Uranium mill 

tailings (UMT) generated in large volume is 

transferred in the form of slurry on a near 

surface engineered, designed tailings pond.  

The liquid part of the slurry is decanted and 

pumped back to the plant for reuse. The solid 

part of the slurry is impounded on the tailings 

pond for long term containment. Due to the 

presence of low ore grade (0.04% U3O8) 

Uranium deposits, almost the entire volume 

of processed ore emerges as waste. UMT 

contains residual amounts of U and all other 

radionuclides of the U decay series. Tailings 

https://doi.org/10.63015/7hs-2448.1.6


CNS&E Journal Volume 1 (6), December 2024 

481 

 

ponds can contribute to public exposure 

through radon exhalation and wind erosion of 

particulates. If not managed properly, it can 

also contribute to the contamination of 

adjoining groundwater bodies.  Thus, long 

term monitoring is necessary to ensure the 

stability and integrity of the tailings pond. 

The tailings pond covers a large area of land 

which becomes unsuitable for any other 

purpose. To avoid these issues, and to ensure 

the sustainable operation of the Uranium 

industry, utilization of UMT for other 

purposes is required. UMT contains residual 

amounts of U and other natural 

radionuclides, so it is necessary to assess the 

radiological risks associated with its 

utilization. This present study was carried out 

to simulate the radiological exposure of an 

occupant residing in a dwelling made from 

bricks of uranium mill tailings.  

2. Material and methods 

In this study a model room of dimensions 5 

m × 4 m × 2.8 m was considered in which the 

floor and ceiling are made of concrete and 

walls are constructed from bricks made by 

UMT mixed with components of mixed fly 

ash bricks (MFAB). MFAB is composed of 

fly ash, sand, stone chips and gypsum. The 

radioactivity concentration of natural 

radionuclides in UMT and MFAB was 

analysed by using NaI(Tl) gamma-ray 

spectrometer. The data of radioactivity 

content and various other input parameters 

were used to simulate the dose inside the 

model house by using the RESRAD-BUILD 

computer code.  

 

2.1 Natural radioactivity analysis 

A total of 8 Uranium mill tailings (UMT) 

samples were collected from the tailings 

pond of Tummalapalle and 3 mixed fly ash 

brick (MFAB) samples were collected from 

local vendors. Samples were homogenized to 

reduce variance and were air dried, minced, 

crushed, and passed through a 2 mm mesh 

sieve [3]. The samples were analyzed for 

activity of the radionuclides 226Ra, 232Th and 
40K using NaI(Tl) gamma-ray spectrometer 

[4,5].  

  Samples were packed and sealed in 

plastic bottles of 250ml capacity and stored 

for 28 days so that the progeny of radium and 

thorium attain secular equilibrium with their 

daughter products. The energy calibration of 

the detector was done by using 137Cs (662 

KeV) and 60Co (1173 & 1332 KeV) sources 

[6]. The efficiency calibration was done by 

using standard IAEA sources RGU, RGTh & 

RGK. The detector was kept in lead shielding 

of 4cm thickness to reduce the background. 

The samples were counted for 10000s. 226Ra 

activity measurement was carried out by the 

gamma energy peak 1764 Kev of its daughter 
214Bi. 40K activity was measured by its 

gamma peak of 1460 KeV. 232Th activity 

measurement was carried out by the gamma 

energy peak 2614 KeV of its daughter 208Tl 

[7,8]. The activity of a radionuclide was then 

calculated using Eq (1) 

   

   Activity (Bq/kg)  =
N x 100 x 100 

(T x γ x η x W) 
           (1) 

 

where, N= Background subtracted net 

counts, T = Counting time (sec), γ = Gamma 

emission probability in %, η = Efficiency for 

the particular gamma energy in % and W is 

the weight of the sample in kg. 

2.2    Simulation of radiological 

exposure using RERRAD-BUILD 

Computer code 

RERSAD-BUILD computer code was used 

for the simulation of radiological exposure of 

the occupant in a model room made with 

UMT bricks. RESRAD-BUILD developed 

by Argonne National Laboratory is a 

pathway model developed to assess the 

exposure of individuals resulting from 

occupancy in a contaminated building with 

radioactive materials [9, 10]. It is a member 

of RESRAD family computer codes which is 

used by regulatory authorities and 

universities in more than 100 countries for 

dose and risk calculations. RESRAD-BUILD 

computer code is capable of calculating the 

external radiation dose arising from radiation 

sources, inhalation doses from suspended 

dust and radon gaseous and ingestion doses 

from suspended radioactive particles. The 

code allows considering up to 10 sources of 

contamination within the building which can 

be point source, line source, area source or 



CNS&E Journal Volume 1 (6), December 2024 

482 

 

volume source (contaminated wall). Building 

geometry can be chosen as starting from a 

single room to multiple rooms or storey up to 

three compartments. Dose for multiple 

receptors can be calculated at different 

locations inside the building.  The code 

provides an option for introducing shielding 

between the source and receptor.  

The exposure pathways provided in 

RESRAD-Build include external and internal 

exposure which are mentioned below: 

- External exposure to radiation emitted 

directly from the source. 

- External exposure to radiation emitted 

from radioactive particulates deposited 

on the floors of the room. 

- External exposure to radiation due to 

submersion in air borne radioactive 

particulates. 

- Inhalation of airborne radioactive 

particulates. 

- Inhalation of aerosol indoor radon decay 

products. 

- Inadvertent ingestion of radioactive 

material contained in removable 

material directly from the source. 

- Inadvertent ingestion of airborne 

radioactive particulates deposited on the 

surfaces of the building. 

 

Out of these possible exposure 

pathways, the major contributors are external 

exposure to radiation emitted directly from 

the source and inhalation of radon and its 

progeny. These two pathways have been 

considered for the estimation of dose to the 

receptor.  

In this study, a standard model room of 

dimensions of 5 m × 4 m × 2.8 m was 

considered. Its floor and ceiling are built with 

concrete. The walls of the room are made 

from bricks of UMT mixed with MFAB, 

which is the volume source of exposure to the 

receptor. The walls are plastered on both 

sides with concrete which acts as shielding 

between the source and the receptor. The 

thickness of the wall is 26 cm (23cm brick + 

1.5cm plaster on both sides). The room has 

one door of dimensions 81” x 40” and two 

windows of dimensions 60” x 48”. The 

receptor location is at the center of the room 

at a height of 1m from the floor. The indoor 

fraction of occupation is 0.8. Model 

realization of the room is shown in Fig 1. The 

receptor is shown in the middle of the room 

and the shapes numbered 1 to 4 represent the 

walls which are the rectangular volumetric 

radiation sources.  

2.3 Estimation of external dose 

The model for calculating external 

dose from the volume source (brick) is based 

on a semi-infinite slab source, with 

corrections for geometrical factors. The 

effective external dose 𝐷𝑒𝑥 from exposure to 

Figure 1. Room model in RESRAD-BUILD. 
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the source containing radionuclide n, is 

calculated by Eq. (2) [9]: 

𝐷𝑒𝑥 = 𝐸𝐷 ∗ 𝐹𝑖𝑛 ∗  𝐶𝑛  ∗  𝐷𝐶𝐹𝑛 ∗  𝐹𝐺
𝑛   (2) 

 

where ED is exposure duration (years), 𝐹𝑖𝑛 is 

the fraction of time spent indoors, 𝐶𝑛 is the 

concentration of radionuclide n (Bq kg-1), 

𝐷𝐶𝐹𝑛 is dose conversion factor {(mSvy-1) 

(Bqkg-1)-1} and 𝐹𝐺
𝑛is geometric factor which 

takes into account area factor for finite area, 

source thickness, shielding, source material 

and position of receptor relative to the source 

for radionuclide n. 

 

2.4 Estimation of indoor radon 

concentration and internal dose 

A major portion of dose received by the 

receptor is due to the inhalation of short-lived 

progenies of 222Rn. Radon is an inert gas 

which is a daughter product of 226Ra. The 

radioactive decay of 226Ra present in the 

UMT bricks leads to the formation of 222Rn, 

which escapes out from the pores of brick 

matrix to the room. 222Rn concentration 

inside the room was modeled by using air 

quality model. The radon concentration 

inside the room can be calculated by Eq. (3):  

  

𝑉𝑖
𝑑𝐶𝑖

𝑅𝑛(𝑡)

𝑑𝑡
= 𝐴𝑠𝐽(𝑡) − ((𝜆𝑟𝑛 + 𝜆𝑣) 𝑉𝑖𝐶𝑖

𝑅𝑛(𝑡)                                                      

(3) 

 

where Ci
Rn(t) is concentration of Radon-222 

at time t, 𝐽(𝑡) is radon flux through the 

exposed wall area at time t, 𝜆𝑟𝑛 and 𝜆𝑣 are 

radioactive decay constant for radon (0.007 

h-1) and air exchange rate (h-1) respectively, 

𝑉𝑖 is volume of the room (m3), 𝐴𝑠is surface 

area of the walls (m2) 

The mass balance equation for radon 

activity in a two-phase medium consisting of 

solid and gas phase (no moisture) in the brick 

matrix can be represented by Eq (4): 

 

 
𝜕(𝜂𝐶𝑖

𝑅𝑛(𝑡))

𝜕𝑡
= −𝛻⃗ 𝑥𝐽𝑚⃗⃗⃗⃗ (𝑡) − 𝜂𝜆𝑟𝑛𝐶𝑖

𝑅𝑛(𝑡)  +

𝜂𝜀𝜌𝑠𝐶𝑖
𝑅𝑎(𝑡)𝜆𝑅𝑛(

1−𝜂

𝜂
)                           

(4) 

 

where𝐶𝑖
𝑅𝑎(𝑡) is activity concentration of 

226Ra in brick at time t, Jm⃗⃗⃗⃗ (t) is radon flux 

through the matrix, η is volumetric porosity, 

ε is radon emanating factor, ρs is the density 

of solid phase of the porous medium. 

In the absence of convective flow of 

the gaseous phase in the porous medium, the 

radon flux can be expressed by the Fickian 

diffusion equation: 

                                                                    

𝐽𝑚⃗⃗⃗⃗ (𝑡) = −𝑛𝐷𝑒𝛻⃗ 𝐶𝑖
𝑅𝑛(𝑡)                            (5) 

 

where De is the diffusion coefficient of radon 

Eq (5) and Eq (4) are combined and 

solved for steady state to compute radon 

concentration profile inside the matrix. The 

flux density at boundaries can be obtained by 

substituting the radon concentration profile 

to Eq (5) and solving at boundary condition. 

The obtained radon injection rate can be 

substituted to Eq (3) to obtain the radon 

concentration inside the room which can be 

used to calculate radon progeny 

concentration by mass balance equation. 

Working level month (WLM) can be 

calculated by radon progeny concentration 

and the effective internal dose (𝐷𝑖𝑛) can be 

computed by Eq (6): 

                                                                     

𝐷𝑖𝑛 = 𝐾 ∗ 𝑊𝐿𝑀 ∗ 𝐷𝐶𝐹                            (6) 

 

Where DCF is the dose conversion factor and 

K is multiplication factor to account for the 

extrapolation of doses from uranium mines to 

homes.  

Total effective dose can be calculated 

by taking the sum of external and internal 

doses. The details of input parameters used 

for simulation in RESRAD-BUILD are 

presented in Table 1.  

 

3. Results and Discussion 

 The average activity concentration of 
226Ra, 232Th and 40K in UMT was found to be 

2657±131 Bqkg−1, 15±3 Bqkg−1 and 458±15 

Bqkg−1 respectively, whereas average 

activity of 226Ra, 232Th and 40K in MFAB was 

found to be 68±2 Bqkg−1, 51±3 Bqkg−1 and 

376±9 Bqkg−1 respectively. In this study a 

total of six different compositions of brick 

were considered for dose simulation, as 

presented in Table 2.  
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Table 1. RESRAD-BUILD input 

parameters used for dose calculations. 

 

Parameters Values 

Dose library ICRP 72 (Adult) 

Indoor/time fraction 0.8 

Room dimensions 5 m × 4 m × 2.8 

m 

Thickness of wall 26cm (23cm 

brick + 1.5cm 

plaster on sides) 

Density of brick 1.60 gcm−3 

Total surface area of 

walls (excluding doors 

and windows) 

44.5 m2 

Volume of model 

room 

56 m3 

Number of 

room/occupants 

1/1 

Breathing rate 18 m3d−1 

Deposition velocity 0.01 ms-1 

Resuspension rate 5 x 10-7 s-1 

Occupant location in 

the room 

Centre of the 

room at 1m 

height from floor 

Shielding type Concrete 

Shielding thickness 1.27 cm 

Shielding density 1.30 gcm−3 

Type of source Volume 

Source geometry Rectangular 
222Rn diffusion rate 2 × 10−5 ms−1 

Radon emanation 

factor 

0.1 

Building air exchange 

rate 

1 h−1 

 

The activity concentration of bricks is based 

on activity concentration of tailings and fly 

ash. Radium equivalent (Raeq) is a widely 

used parameter to assess the gamma radiation 

hazard to humans. Raeq is defined according 

to the estimation that 1 Bqkg−1 of 226Ra, 0.7 

Bqkg−1of 232Th and 13 Bqkg−1 of 40K produce 

the same gamma dose rate [11]. 

 Raeq is calculated by using Eq (7) and is 

presented in Table 2.   

                                                               

Raeq= CRa+ 1.43 CTh+ 0.07 CK                (7) 

 

Where CRa, CTh and CK are activity 

concentrations of 226Ra, 232Th and 40K in 

Bqkg-1 respectively. Recommended limits 

for building materials are also based on Raeq 

activity.  

 

The bricks with UMT fall under Class 2 (Raeq 

between 370 – 740 Bqkg-1) and Class 3 (Raeq 

between 740 – 2220 Bqkg-1) as per 

recommendations for building materials 

based on Radium equivalent activity [12]. 

Thus, the UMT bricks are suitable as 

construction materials for industries, roads, 

bridges, and foundation of non-residential 

buildings.  

 The radiological dose to the receptor 

residing inside the model house with brick 

compositions mentioned in Table 2 and input 

parameters mentioned in Table 1 have been 

evaluated by the RESRAD-BUILD code. 

Additional dose to the receptor residing in the 

model room made by using UMT in bricks 

can be calculated by subtracting the 

background dose, i.e. dose due to MFAB. 

The estimated annual effective external, 

internal, and total doses to recipient in model 

house made by using MFAB are 0.13, 0.04 

and 0.17 mSv respectively. Excess effective 

external, internal, and total dose are 

presented in Table 3. The excess dose rate 

and radon concentration above background 

are also provided in Table 3.  

 

 

Table 2. Activity concentration in various brick composition and radium equivalent 

Sl No. Composition of brick 
226Ra 

(Bqkg−1) 

232Th 

(Bqkg−1) 

40K 

(Bqkg−1) 

Raeq 

(Bqkg−1) 

1 50% UMT + 50% MFAB 1363 33 417 1438 

2 30% UMT + 70% MFAB 845 40 400 930 

3 25% UMT + 75% MFAB 715 42 396 803 

4 20% UMT + 80% MFAB 586 43 392 675 

5 15% UMT + 85% MFAB 456 45 388 548 

6 10% UMT + 90% MFAB 327 47 384 421 
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Table 3. Excess radiation dose from tailings bricks used in construction of dwelling. 

Sl No. Composition of brick 

External 

dose 

(mSvy-1) 

Dose 

rate 

(µSvh-

1) 

Internal 

dose (mSvy-

1) 

Radon 

conc. 

(Bqm-

3)  

Total 

dose 

(mSvy-

1) 

1 
50% UMT + 50% 

MFAB 

1.66 0.24 0.72 32.2 2.37 

2 
30% UMT + 70% 

MFAB 

1.00 0.14 0.43 19.4 1.43 

3 
25% UMT + 75% 

MFAB 

0.83 0.12 0.36 16.1 1.19 

4 
20% UMT + 80% 

MFAB 

0.66 0.09 0.29 12.9 0.95 

5 
15% UMT + 85% 

MFAB 

0.50 0.07 0.22 9.7 0.71 

6 
10% UMT + 90% 

MFAB 

0.33 0.05 0.14 6.5 0.48 

The increase in radon concentration inside 

dwelling due to use of UMT bricks ranges 

between 6.5 – 32.2 Bqm-3, which 

corresponds to internal dose of 0.14 – 0.72 

mSv, for indoor equilibrium factor of 0.4 

[13]. 

 Radon concentration is well within the 

recommended action level of WHO [14] and 

ICRP [15] of 150Bqm-3 and 200 Bqm-3 

respectively. The increase in dose rate inside 

the dwelling due to use of UMT bricks ranges 

from 0.05 – 0.24 µSvh-1 which corresponds 

to external dose of 0.33 – 1.66 mSv. The 

additional total annual dose due to use of 

UMT bricks in place of mixed fly ash bricks 

ranges from 0.48 mSv to 2.37 mSv for the 

given compositions. The measured 

background average gamma dose rate and 

radon conc. in dwellings around 

Tummalapalle are 0.16 µSvh-1 and 19.9 Bqm-

3 respectively which corresponds to a dose of 

1.16 mSv and 0.44 mSv respectively. For 

UMT composition of 25%, the dose rate 

including background comes out to be 0.28 

µSvh-1 which is comparable to indoor gamma 

radiation levels of 0.30 μSvh-1 for dwellings 

as per the recommended a limit of the 

Swedish National Board of Housing, 

Building, and Planning [16]. External dose to 

dweller is found to be less than 1mSv when 

the percentage composition of UMT is less 

than 25% and total dose, when percentage 

composition of UMT is less than 20%, is less 

than the public dose limit of 1mSv.  

 

4. Conclusions 

 The average activity concentration of 
226Ra, 232Th and 40K in UMT was found to be 

2657±131 Bqkg−1, 15±3 Bqkg−1 and 458±15 

Bqkg−1 respectively, whereas average 

activity of 226Ra, 232Th and 40K in MFAB was 

found to be 68±2 Bqkg−1 , 51±3 Bqkg−1 and 

376±9 Bqkg−1 respectively. The radium 

equivalent of the six compositions of bricks 

ranges between 421 – 1438 Bqkg-1. As per 

the recommendation based on radium 

equivalent, UMT bricks fall under Class 2 

(Raeq between 370 – 740 Bqkg-1) and Class 3 

(Raeq between 740 – 2220 Bqkg-1), thus, the 

UMT bricks are suitable as construction 

materials for industries, roads, bridges, and 

foundation of non-residential buildings. 

Additional dose due to the use of UMT bricks 

ranges from 0.48 mSv to 2.37 mSv. The 

additional radon concentration ranges from 

6.5 – 32.2 Bqm-3, which is well within the 

recommended action level. For 

computational purposes, 1 air change per 

hour was considered. Air changes per hour 

can be increased to further decrease the 

internal dose. External dose to dweller is 

found to be less than 1 mSv when the 

percentage composition of UMT is less than 

25% and total dose is less than the public 

dose limit of 1 mSv when percentage 
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composition of UMT is less than 20%. Thus, 

based on the input parameters considered for 

computation, bricks with UMT composition 

less than 20% are safe for use as construction 

material.  
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Abstract: Artificial Neural Networks (ANNs) have emerged as a transformative technology in 

the field of medical diagnostics, demonstrating significant potential in disease detection. This 

study highlights the application of ANNs in identifying complex diseases such as cancer, 

diabetes, and cardiovascular disorders. By analysing diverse datasets comprising clinical, 

demographic, and imaging data, ANNs effectively detect disease patterns and predict severity, 

aiding early diagnosis and treatment planning. Advanced methodologies, including feature 

extraction, image analysis, and cross-validation, were employed to optimize model accuracy 

and generalizability. Despite achieving high accuracy rates, challenges such as data quality, 

interpretability, and computational demands persist, necessitating further research. The 

findings underscore the importance of ANNs in modern healthcare, offering a promising 

pathway for improved diagnostic precision and patient outcomes while emphasizing the need 

for advancements in data management, ethical considerations, and model interpretability. 

 

Keywords: Artificial Neural Networks (ANNs), Supervised learning, Unsupervised learning, 

disease detection. 

 

1. Introduction: Detection of medical 

ailment has been an important topic in 

present day research. Disease is usually 

caused by micro-organisms like bacteria, 

virus, etc. hence detection and intensity of 

the disease has to be measured to take 

preventive and corrective action against the 

disease.  

Cancer is generally caused by abnormal 

growth of cell in human body. Early 

detection and measurement of intensity helps 

in taking medical assistance for curing from 

it. Analysis of image of human cell extract 

relevant features. These features are checked 

with features of un-diseased human cell to 

get into the conclusion. 

1.1. Artificial Neural Network 

Artificial Neural Networks (ANNs) are 

computational models inspired by the 

biological neural networks of the human 

brain. These networks consist of 

interconnected nodes, or neurons, organized 

in layers. Each neuron receives input, 

processes it, and then passes the result to the 

next layer of neurons. ANNs have shown 

remarkable capability in pattern recognition 

and classification tasks, making them 

valuable tools in medical research and 

diagnosis [1].  

In the context of disease detection, ANNs can 

analyze complex medical data such as 

imaging scans, genetic information, or 

patient records to identify patterns indicative 

of various diseases. By training ANNs on 

large datasets containing both healthy and 

diseased samples, researchers can develop 

models capable of accurately detecting 

diseases at early stages, aiding in timely 

interventions and improving patient 

outcomes. The ongoing advancements in 

ANNs and their applications in healthcare 

https://doi.org/10.63015/3ai-2449.1.6
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underscore their potential to revolutionize 

disease diagnosis and treatment [2,4]. 

Currently, data driven AI assisted system 

helps in extraction of features that are fed to 

neural network to predict the disease and its 

intensity. Predictive and prescriptive data 

analytic are playing in vital role these days in 

medical treatment. These help medical 

practitioners to take decision of treatment 

based on the result of AI assisted system. 

Artificial Neural Networks (ANNs) have 

emerged as powerful tools for disease 

detection across various medical fields, 

significantly enhancing diagnostic accuracy 

and efficiency. By leveraging their ability to 

learn complex patterns from diverse datasets, 

ANNs can assist in early diagnosis and 

treatment, ultimately improving patient 

outcomes. The following sections outline the 

key applications of ANNs in disease 

detection. ANNs can analyze complex data 

patterns to identify heart disease risk factors, 

improving early diagnosis [4]. Integration of 

multimodal data sources, including ECG 

analysis, enhances the accuracy of 

predictions [4]. ANNs have demonstrated 

superior performance over traditional 

diagnostic methods, achieving high accuracy 

in liver disease detection [13]. The use of 

optimized ANN models has shown 

significant improvements in sensitivity and 

specificity, aiding clinical decision-making 

[13]. ANNs can process audio signals, such 

as cough and breath sounds, to diagnose 

conditions like COPD and asthma with high 

accuracy [2]. his innovative approach 

complements image-based diagnostics, 

providing a multifaceted diagnostic tool [2].  

ANNs can analyze vast amounts of medical 

data to identify disease patterns and predict 

outbreaks, enhancing public health responses 

[3]. Their ability to integrate diverse data 

sources allows for comprehensive disease 

risk assessments [3]. AI tools have emerged 

as pivotal assets in disease detection, 

enhancing the accuracy and speed of 

diagnoses across various medical fields. 

These tools leverage advanced algorithms 

and machine learning techniques to analyze 

vast datasets, enabling early identification of 

diseases such as cancer, Alzheimer's, and 

infectious diseases. The following sections 

outline key AI applications in disease 

detection. 

1.2. Different AI tool used to analysis 

disease status  

1.2.1. Deep Learning Algorithms: AI 

systems utilize deep learning to analyze 

medical records and genetic data, identifying 

individuals at risk for cancer [5]. 

1.2.2. Image Analysis: AI enhances image-

based diagnostics through techniques like 

segmentation and feature extraction, 

Figure 1. Architecture of Artificial Neural Network (ANN) (Source: 8 Best Deep Learning Tools and 

Applications in 2024) 
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improving decision-making accuracy for 

complex diseases [6]. 

1.2.3. Hippocampus Analysis: Utilizing the 

VGG16 model, AI can classify patients into 

categories based on hippocampal imaging, 

achieving high accuracy in early detection 

[7]. 

1.2.4. Image Analysis Techniques: AI-

driven methods refine medical imaging, 

facilitating accurate diagnoses of infectious 

diseases and enabling tailored treatment 

plans [8]. 

1.2.5. Real-Time Data Monitoring: AI 

analyzes diverse data sources to predict and 

monitor disease outbreaks, significantly 

improving public health responses [9]. 

1.3. Limitations of Using Artificial Neural 

Networks (ANNs) in Disease Detection 

1.3.1. Data Quality and Quantity 

Challenge: ANN performance heavily 

depends on the quality and size of the dataset. 

Medical datasets are often small, noisy, or 

imbalanced due to the difficulty of collecting 

labelled data, particularly for rare diseases. 

Insufficient or poor-quality data can lead to 

inaccurate predictions and limit the 

generalizability of models. Detecting rare 

conditions like certain genetic disorders may 

require data from a very small patient 

population. 

1.3.2. Overfitting and Generalization  

Challenge: ANNs, particularly deep learning 

models, are prone to overfitting, where the 

model memorizes the training data rather 

than learning general patterns. This reduces 

the model's ability to perform well on unseen 

data, especially when the training data lacks 

diversity. An ANN trained on data from a 

single hospital might fail to generalize to 

patients from different demographics or 

healthcare systems. 

1.3.3. Model Interpretability (Black-Box 

Nature) 

Challenge: ANNs are often criticized for 

their lack of transparency in decision-

making. Clinicians and patients may be 

reluctant to trust a "black-box" system 

without clear explanations of how diagnoses 

are made. Limited interpretability can hinder 

clinical adoption and regulatory approval.  

Explaining why an ANN flagged a specific 

MRI scan as indicative of cancer remains 

difficult. 

1.3.4. Computational Complexity and 

Resource Requirements  

Challenge: Training and deploying large 

ANN models require significant 

computational resources, including GPUs 

and memory, which may not be available in 

resource-constrained settings. Impact: Limits 

the applicability of ANN solutions in rural or 

low-income regions. Deploying ANN-

powered diagnostics in remote clinics with 

limited computational infrastructure can be 

infeasible. 

1.3.5. Bias in Data and Algorithms  

Challenge: Training data often reflects 

societal biases, such as underrepresentation 

of certain groups. These biases can be 

inadvertently learned by the ANN. Can lead 

to unequal performance across different 

demographic groups, raising ethical 

concerns. An ANN trained predominantly on 

data from male patients might perform 

poorly for female patients. 

1.3.6. Ethical and Legal Concerns  

Challenge: Handling sensitive medical data 

raises concerns about patient privacy, data 

security, and compliance with regulations 

like GDPR and HIPAA. Non-compliance can 

result in legal penalties and loss of patient 

trust. A breach in an ANN-powered 

diagnostic system could expose sensitive 

health information. 

1.3.7. Variability in Data Sources  

Challenge: Medical data varies significantly 

across regions and healthcare systems due to 

differences in equipment, protocols, and 
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demographics. ANN models trained on data 

from one region or system may not perform 

well in others. An ANN trained on MRI scans 

from one manufacturer might struggle to 

interpret scans from another. 

1.3.8. Requirement for Domain Expertise  

Challenge: Designing and training ANNs for 

disease detection often requires collaboration 

between AI experts and medical 

professionals. Misaligned objectives or 

misinterpretation of medical data can lead to 

flawed models. Increases the complexity and 

cost of developing ANN solutions. Incorrect 

preprocessing of imaging data could lead to 

suboptimal model performance. While these 

limitations present obstacles, they also 

highlight areas where innovation can drive 

significant improvements in healthcare AI 

applications. 

ANNs show great promise in disease 

detection, challenges such as model 

interpretability and the need for extensive 

training data remain. Addressing these issues 

is crucial for the broader adoption of ANNs 

in clinical settings. In this work we try to 

implement AI validation protocols for 

improvement of different disease detection. 

2.  Methodology 

Most of the cases the work flow going on by 

these mentioned processes: 

A compilation of a comprehensive dataset 

containing diverse samples of both healthy 

individuals and those afflicted with the target 

disease. The dataset includes various 

demographic, clinical, and diagnostic 

parameters relevant to the disease under 

study.  

Next, it was preprocessed the data to remove 

noise, handle missing values, and normalize 

features to ensure uniformity across the 

dataset. then design and train the ANN 

model, configuring its architecture, such as 

the number of layers and neurons, based on 

the complexity of the disease and the 

characteristics of the dataset. During the 

training process, we employ techniques like 

cross-validation to optimize hyperparameters 

and prevent overfitting. Finally, it was 

evaluating the performance of our model 

using metrics like accuracy, sensitivity, 

specificity, and area under the ROC curve to 

assess its effectiveness in disease detection. 

3. Key findings from recent studies 

In the realm of disease detection, Artificial 

Neural Networks (ANNs) have emerged as a 

potent tool, revolutionizing the landscape of 

medical diagnostics.  

The accuracy of disease detection using 

Artificial Neural Networks (ANNs) has 

shown significant promise across various 

medical conditions. Research indicates that 

ANNs can achieve high accuracy rates, 

Figure 2. Work flow as prepared 
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making them valuable tools for early 

diagnosis and treatment planning. The 

following sections highlight key findings 

from recent studies on ANN applications in 

disease detection. 

3.1. Congenital Heart Disease Detection: 

An ANN model developed for detecting 

Congenital Heart Disease (CHD) achieved 

an impressive accuracy of 97.44%, 

outperforming Logistic Regression (95.00%) 

and Extreme Gradient Boosting (92.00%) 

[10]. This model utilized data preprocessing 

techniques such as imputation and Principal 

Component Analysis (PCA) to enhance 

performance. 

3.2. Cardiovascular Disorders: Another 

study reported an ANN model achieving 

94.15% accuracy in predicting heart disease, 

significantly surpassing the Logistic 

Regression baseline of 85.71% [11]. The 

methodology included comprehensive data 

preprocessing and evaluation techniques, 

underscoring the ANN's effectiveness in this 

domain. 

3.3. Broader Applications: ANNs have also 

been applied to various diseases, including 

liver disease and COVID-19, with models 

achieving accuracies above 97% [12,13]. 

These models demonstrate the versatility of 

ANNs in handling complex datasets and 

improving diagnostic precision. 

While ANNs show remarkable accuracy in 

disease detection, challenges such as data 

privacy, algorithm complexity, and the need 

for large datasets remain critical 

considerations for future research. 

4. Challenges and Limitations 

4.1. Data Quality and Quantity: The 

performance of ANNs heavily relies on the 

quality and quantity of the input data. 

Challenges may arise if the dataset is small, 

imbalanced, or noisy. Moreover, acquiring 

labeled data for training can be expensive and 

time-consuming, especially for rare diseases. 

4.2. Feature Selection and Extraction: 

Identifying relevant features from the input 

data is crucial for the effectiveness of ANNs. 

However, selecting appropriate features and 

extracting meaningful information from raw 

data can be challenging, especially in 

complex datasets with high dimensionality. 

4.3. Overfitting and Generalization: ANNs 

are prone to overfitting, where the model 

learns to memorize the training data instead 

of capturing underlying patterns. Achieving 

good generalization performance on unseen 

data is crucial for real-world disease 

detection applications. 

4.4. Interpretability: ANNs are often 

considered as black- box models, making it 

challenging to interpret the underlying 

decision-making process. Lack of 

Figure 3. Feature extraction process (Source: https://www.frontiersin.org) 
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interpretability may hinder the trust and 

acceptance of these models by healthcare 

professionals and patients. 

4.5. Model Complexity and 

Computational Resources: Training 

complex ANN architectures requires 

significant computational resources and 

time. Deploying such models in real-world 

settings, especially in resource-constrained 

environments like clinics or remote areas, 

can be challenging. 

4.6. Robustness to Variability: ANNs may 

struggle to generalize well in the presence of 

variability in data due to factors such as 

demographic differences, environmental 

factors, or technological variations. Ensuring 

robustness to such variability is crucial for 

reliable disease detection. 

4.7. Ethical and Legal Considerations: 

Implementing ANNs for disease detection 

raises ethical concerns related to patient 

privacy, data security, and potential biases in 

the algorithm. Compliance with regulations 

such as GDPR and HIPAA is essential to 

safeguard patient rights and data 

confidentiality. 

4.8. Validation and Benchmarking: Proper 

validation and benchmarking of ANN 

models is necessary to assess their 

performance accurately. However, selecting 

appropriate evaluation metrics and 

comparison methods can be challenging due 

to the lack of standardized protocols in the 

field. 

 

 

5. Conclusions 

Artificial Neural Networks (ANNs) hold 

immense promise in transforming the 

landscape of disease detection and medical 

diagnostics. Their ability to process complex 

and diverse datasets has enabled accurate 

identification of various diseases, such as 

cancer, cardiovascular disorders, and 

diabetes, at early stages, thereby improving 

the chances of successful treatment and 

better patient outcomes. The study 

demonstrated that ANNs achieve high 

accuracy and robust performance when 

trained on comprehensive and high-quality 

datasets, showcasing their versatility across 

medical domains. 

However, several challenges persist that need 

to be addressed for wider adoption of ANNs 

in clinical practice. These include the "black-

box" nature of ANN models, which limits 

interpretability, the reliance on large, high-

quality datasets, and the computational 

resources required for training and 

deployment. Ethical considerations, such as 

data privacy, fairness, and compliance with 

regulations like GDPR and HIPAA, are 

equally crucial to ensuring responsible 

implementation in healthcare. 

To fully realize the potential of ANNs in 

disease detection, future research should 

focus on improving model interpretability, 

developing standardized validation 

protocols, addressing data-related biases, and 

optimizing models for resource-constrained 

environments. Additionally, fostering 

collaboration between AI experts and 

Figure 4. Disease detection using unsupervised learning (Source: https://www.semanticscholar.org) 
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medical professionals is essential to align 

technical innovations with clinical needs. 

By overcoming these challenges, ANNs can 

become a cornerstone of precision medicine, 

significantly enhancing the efficiency and 

accuracy of disease detection and paving the 

way for more proactive and patient-centered 

healthcare systems. 

NO confliction between all authors. 
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