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Editor's Message 
 

Artificial Intelligence (AI) Importance - A Brainchild of Humans ! 
 

Prof R K Kotnala 

Chief Editor, Current Natural Sciences & Engineering ,Journal (CNS&E). 

May 11, 2024 

 

 

It is our pleasure to focus on the importance of AI role in science & 

technology alongwith, how a common man is reaping direct benefit from AI ? The CNS&E 

journal Vol 1, issue 3 cover page depicts a representative picture (courtesy Adobe) of AI and 

human brain. No doubt AI is the brainchild of humans as such; hence it can never supersede 

human brain potential ! Although, it is sure that AI is not only about machine language 

algorithms as it is the outcome of human imaginations. Thereby, AI is not just about machines 

but humans intelligence & machines work together, wherein it augments our capabilities to  

bigger heights. It explicitly means AI is an assistive tool rather than a human intelligence 

substitute. In short, AI is a remarkable tool to handle Colossal Data more efficiently with a 

greater speed, accuracy using Smart Algorithms devoid of Emotions & New Science ! 

 

           No doubt AI is playing a significant transforming role in science and technology and 

today’s documentation tasks to serve masses. It is being used frequently in  data analysis, 

natural language processing, and computer vision, supporting the scientists & engineers in data 

analysis, improving decision-making on the healthcare tests/measurements. It is well known 

that AI-powered simulations are being used to model complex systems like weather 

forecasting, predict disease outbreaks etc. AI-driven robots are assisting in industries 

automation tasks, also in surgery and space exploration. Besides, it is also being used to analyze 

huge amounts of data, identify sound/image patterns and is able to predict outcomes. In a wider 

perspective AI has led to significant advancements in fields such as medicine, engineering, 

finance, energy and environmental science. 

 

     That is why, CNS&E has focussed on the manuscript published in this issue - Quantum 3.0: 

Quantum Learning, Quantum Heuristics and Beyond. 

Quantum learning paradigms address the question of how best to harness conceptual elements 

of quantum mechanics and information processing to improve operability and functionality of 

a computing system for specific tasks through experience. It is one of the fastest evolving 

frameworks, which lies at the intersection of physics, statistics and information processing, and 

is the next frontier for data sciences, machine learning and artificial intelligence. Progress in 

quantum learning paradigms is driven by multiple factors. 

 

R K Kotnala   
 

"Human Brain Intelligence cannot be Dwarfed by AI 

(Artificial Intelligence), a Brain Child of Human, but a 

Remarkable Tool to handle Colossal Data more Efficiently 

with a Greater Speed, Accuracy using Smart Algorithms 

Devoid of Emotions & New Science !"  

- R K Kotnala 
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Abstract: Quantum learning paradigms address the question of how best to harness conceptual 

elements of quantum mechanics and information processing to improve operability and 

functionality of a computing system for specific tasks through experience. It is one of the fastest 

evolving framework, which lies at the intersection of physics, statistics and information 

processing, and is the next frontier for data sciences, machine learning and artificial intelligence. 

Progress in quantum learning paradigms is driven by multiple factors: need for more efficient data 

storage and computational speed, development of novel algorithms as well as structural resonances 

between specific physical systems and learning architectures. Given the demand for better 

computation methods for data-intensive processes in areas such as advanced scientific analysis 

and commerce as well as for facilitating more data-driven decision-making in education, energy, 

marketing, pharmaceuticals and healthcare, finance and industry. 

 

Introduction: Quantum 1.0 was the 

revolutionary utilization of quantum resources 

for technology, primarily electrical and optical, 

such as transistors and optical masers, while 

Quantum 2.0 was about harnessing non-

classical elements in the quantum formalism 

such as entanglement for information 

processing (1–15). Quantum mechanics have 

been used for undertaking information 

processing tasks such as teleportation, 

superdense coding, remote state preparation, 

quantum tomography, quantum cryptography 

and quantum key distribution, circuit-based 

and measurement-based quantum computing, 

quantum network coding and quantum 

internet, quantum random walks and quantum 

transduction (16–55). What can be called as 

Quantum 3.0 would be the harnessing of 

quantum resource and representation theory 

for a novel computational learning paradigm, 

along with quantum generalizations of existing 

classical computational learning models 

(56,57). This is the next frontier of exploration 

in the quantum realm and seeks to address the 

question: can we fundamentally reframe and 

re-envision learning models when the 

information-system and/or process is quantum 

mechanical in nature?  

The term ‘machine learning’ was coined by 

Arthur Samuel in 1959, in the context of a 

‘looking- ahead’ algorithm implemented on a 

classical computer for a game of checkers, 

realized using a neural net approach with 

randomly connected switching net as well as 

an approach involving a highly organized 

network designed to learn only specific things 

(58). In 1961, the punched-tape system known 

as Cybertron K-100 by Raytheon was 

developed as an early learning system that 

employed pattern recognition on sound 

samples, such as those from sonar signals, for 

learning (59). Basic pattern recognition, 

storage and referencing were the primary 

elements that supported the learning 

framework in the next few decades, such as 

with the work on feed forward networks with 

one layer of modifiable weights connecting 

input units to output units, in what could be 

called reflexive systems that could discover 

hidden relationships in data (60, 61). Machine 

learning addresses the twin questions of what 

fundamental information theoretic laws 

govern all learning systems and how could one 

construct computing systems that can improve 

their functioning through experience (62). For 

various applications, training based on a 

limited set of inputs and outputs obtained from 
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a system for specific empirical task seems to 

be more optimum than trying to predict the 

generalized response of the system in all 

circumstances. 

 

Learning, in the context of information theory, 

describes the improvement of a yardstick or 

performance criterion for a system for a given 

task. For instance, we could seek to classify 

Iris flowers into three species: Iris adriatica, 

Iris taochia and Iris kemaonensis from a 

defining characteristic such as the cumulative 

length measurement of their petals and sepals. 

The yardstick index could be how accurately 

the classification takes place, and the training 

could be over a historical sample of irises from 

a phytologist’s collection. We could also 

employ other criteria that have different 

penalties for incorrect classification. There are 

a number of algorithms for machine learning 

that are applicable to different kinds of datasets 

and problem types. Machine learning 

algorithms probe through various candidate 

models, based on training data and experience, 

to find the one that is optimum for the selected 

performance metric. The diversity of machine-

learning algorithms can be segregated based 

on their manner of representation of candidate 

models (such as decision trees) and their 

manner of probing through the space of 

candidate models (such as evolutionary search 

methods). 

The question is whether loading our 

phytological data into quantum states can 

make this classification better. We could create 

a parameterized quantum circuit or ansatz to 

do this, using a feature map. Any 

parameterized quantum circuit should be able 

to generate maximum number of quantum 

states in the Hilbert space and also have ability 

to entangle constituent qubits. It turns out that 

the variational quantum classifiers (VQCs) 

help classify the irises efficiently, using 

optimizers such as the constrained 

optimization by linear approximation 

optimizer (COBYLA). It is this interface of 

quantum mechanics and machine learning that 

provides various possibilities: machine 

learning with quantum computers, classical 

learning for quantum mechanical problems 

and generalized quantum learning theory. 

Quantum machine learning brings together the 

learning capability and scalable nature of 

machine learning and the speed, efficiency and 

processing power of quantum computers. 

There have been several classical learning 

paradigms that have had quantum analogues 

proposed and realized: quantum neural 

networks, quantum reinforcement learning, 

quantum support vector machines, quantum 

linear regression, cluster detection and 

assignment algorithms, quantum principal 

component analysis and quantum decision tree 

classifier (63–70). In this comprehensive 

review of quantum learning paradigms, we 

will be looking at the spectrum of algorithms 

and protocols, before moving on to 

understanding the conceptual shift that this 

may provide when assessing learning theory 

from the perspective of quantum phenomenon. 

 

Quantum Patterns: The underlying premise 

for the utility of the quantum realm for 

machine learning has to do with the emergence 

of classically anomalistic patterns in data. 

Among phenomena that are intrinsically 

quantum in nature, an interesting example is 

that of quantum revival patterns, where we 

find superposed and displaced replicas of the 

initial state of the system (71–74). Quantum 

Kerr systems have such a kaleidoscopic mode 

of evolving, which is found to be reproducible 

based on interference of trajectories in the 

classical phase space (75). In the quantum-

classical limit, where Planck’s constant h¯ → 

0, it is seen that observables behave differently, 

leading to the preservation or disappearance of 

significant variables and their stochastic 

tendencies, such as for oscillator coordinate 

and spin variable respectively (76). Even in the 

case of skyrmions, we cannot simulate 

quantum skyrmions on classical 

supercomputers due to fundamental 

limitations, particularly around quantum 

fluctuations (77). Quantum patterns are seen as 

periodic magnetic formations that are 

spontaneously formed in antiferromagnetic 

Bose-Einstein condensate (78). When 

ultracold atoms form quantum ferrofluids, we 

find a spontaneous development of coherent 
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quantum density patterns leading to the 

formation of a super-solid (79). When 

nanoscale lead films grown on silicon 

substrates are annealed to high temperatures, 

we observe intricate quantum patterns in the 

energy landscape (80). A beat pattern emerges 

in the quantum magnetoresistance of polar 

semiconductors without a centre of inversion 

symmetry, such as InAs/GaSb, when the 

carrier concentration is high (81). Patterns are 

ubiquitous in quantum chemistry, in properties 

such as chemical hardness and 

electronegativity (82). 

 

Given the ability of classical computers to both 

produce and recognize classical statistical 

data, the extrapolation would be that systems 

that produce classically atypical data, like in 

quantum systems, would also be able to 

recognize such data. This gives us the 

possibility of harnessing the quantum analogue 

of complex classical pattern recognition. 

Pattern recognition compares data input with 

specific memorized patterns, as it processes 

this input. Quantum pattern recognition 

provides a number of advantages over its 

classical counterpart. For instance, if we 

assume a Hopfield network approach for 

pattern recognition, we do so by local 

optimization, while utilising a quantum 

approach such as adiabatic quantum 

computation does so using global optimization 

(83). A realization of this was using the liquid-

state NMR technique, where some of the 

interesting insights included the possibility of 

representing a superposition of recognized 

patterns using a quantum neural register (84). 

The parallelism inherent in quantum 

phenomena such as entanglement facilitate the 

execution of subroutines, even with big data, 

and this is one of the primary reasons for 

quantum machine learning, in general, being 

regarded as being better than its classical 

counterpart. Among pattern recognition 

protocols, one-class classification is important 

due to its applications in areas where detection 

of abnormal data points vis-a-vis instances of 

a known class is needed, using techniques such 

as support vector machines and principal 

component analysis (85–90). This helps in 

addressing problems where we have 

imbalanced datasets, such as in metaheuristics, 

medical image datasets, manufacturing, high-

energy physics and bioinformatics (91–98). 

Recently, a semi-supervised quantum one-

class classification system known as 

Variational Quantum One-Class Classifier 

(VQOCC) was developed using (99). At the 

centre of this proposition is a quantum 

autoencoder, which is basically a circuit that 

undertakes compression of a quantum state 

onto a lesser number of qubits while retaining 

the information encapsulated in the initial state 

(100, 101). Quantum autoencoders have been 

applied to quantum data compression, 

quantum error correction, denoising of data 

and even for preserving entanglement (102–

105). 

 

An important question to be addressed here is 

what can be categorized as a quantum pattern. 

Is it just an arbitrary pattern of quantum 

randomness? Is it the byproduct of a quantum 

pro- cess, such as in cold exciton gases? Is it 

the quantum analogue of classical patterns in 

nature? Harney and Pirandola defined a 

quantum pattern as an m-mode coherent state 

undergoing local kary modulations (106). We 

can also define patterns in the information 

dynamics associated with quantum systems, 

such as in the case of quantum computing and 

communication systems (107). Examples 

would include basis encoding, quantum 

associative memory, amplitude encoding, 

angle encoding, QRAM encoding, quantum 

kernel estimator, variational quantum 

algorithm, variational quantum eigensolver, 

quantum associative memory, amplitude 

amplification, phase shift, oracle operations, 

quantum approximate optimization algorithm 

and quantum key exchange. Along with 

information theoretic arrangement and 

elements as well as quantum data types and 

quantum data structures, we can also specify 

entanglement structures to define the notion of 

quantum patterns (108). There are various 

kinds of entanglement patterns, from 

maximally entangled Dicke states to partially 

entangled cluster states. Even the outcome of 

measurements successively performed on an 
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open quantum system have a pattern because 

of the interaction between system and 

environment. The pattern encapsulates 

information on non- Markovian memory effect 

and the relaxation rates associated with the 

system (109). The primacy of quantum 

patterns can also be seen within phases of 

matter, which can be distinguished by distinct 

symmetry breaking instances - within the 

Landau theory, symmetry of ordering of 

constituents of a physical system differentiates 

one phase from others. In certain systems, such 

as chiral spin liquids, even without symmetry 

breaking, we have different characteristics due 

to what is known as topological order, which 

has been posited to describe entanglement in 

many-body systems (110). 

 

Quantum Algorithmic Resource-Pool: The 

central question around assessing the 

possibilities in quantum machine learning is 

whether we have the algorithmic tools in the 

quantum domain for the same. A quantum 

algorithm is a succession of instructions for 

tackling a problem on a practical quantum 

computer (111). Cleve et al. highlighted that a 

common thread underlying all quantum 

algorithms can be as- certain when “quantum 

computation is viewed as multiparticle 

interference” (112). By and large, we have 

quantum search algorithms, quantum 

simulations of quantum systems on a quantum 

computer and algorithms premised on 

quantum implementations of the Fourier 

transform like Shor and Deutsch-Josza 

algorithm. Quantum supremacy or the 

enhancement of computational ability using 

quantum systems over that of classical 

counterparts has heralded the age of noisy 

intermediate-scale quantum (NISQ) 

technologies (36, 113). One of the earliest 

quan- tum algorithms came with by 

formulation of an algorithmic solution to a 

special case of the hidden subgroup problem 

by Peter Shor (114). Quantum Merlin-Arthur 

(QMA) completeness of a problem highlights 

that a supposed solution to it can be verified by 

a quantum computing system - a condition that 

has been extended to k unentangled provers in 

QMA(k) class problems (115, 116). When it 

comes to claims of quantum supremacy, we 

often speak of speedup, resource reduction, 

scaling and ability to address greater number 

as well as variety of problems. Quantum 

speedup can be contextually defined in terms 

of the asymptotic behavior of the ratio of the 

times taken by a specific classical and quantum 

algorithm for a particular problem when the 

size of the problem is made to be very large 

(117). Speedup can be provable, like in 

Grover’s algorithm, while in some cases the 

enhancement due to the quantum effects is not 

obvious, like in quantum annealing (118, 119). 

Quantum resource optimization is seen in 

realization of randomness processing with 

quantum Bernoulli factories (120). 

 

The reason for enhancement of computational 

power, when it comes to machine learning and 

data analysis, with quantum machine learning 

arises due to the inherent primacy, within 

quantum mechanics, of high-dimensional 

vector spaces and, more importantly, matrix 

transformations between vectors in such 

spaces, as is important for data analytics and 

machine learning methods. The speedup is 

especially pronounced when the matrices 

being dealt with have an element of sparseness 

or are low-rank matrices (121, 122). A classic 

example arises in a key tool used for machine 

learning - principal component analysis, which 

evaluates the eigensystem (and corresponding 

principal components) of the covariance 

matrix of data. Using a quantum random 

access memory, we initialize the vectors for a 

classical principal component analysis 

protocol onto quantum states and utilise the 

density matrix of the states (instead of the 

covariance matrix), which when exponentiated 

and operated on by a conditional SWAP 

operation for the quantum phase algorithm, 

yields the eigensystem that forms the premise 

of the principal component analysis (67). The 

algorithmic scaling is to the order of the square 

of the logarithm of the size of the system, in 

query as well as computational complexity. 

Essentially, the quantum principal component 

analysis scales exponentially faster than the 

classical counterpart. 
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While quantum principal component analysis 

is an unsupervised method that identifies pat- 

terns within higher-dimensional data for the 

reduction of data complexity with the retention 

of most of the information, there are various 

supervised learning algorithms that have had a 

quantum implementation (123). One such 

algorithm relates to quantum support vectors. 

Support vector machines undertake regression 

and classification using the delineation of 

feature vectors of the data into distinct classes 

around a hyperplane that is at maximum 

distance from the nearest data-points in either 

classes around it (124). If the data is not 

separable into distinct classes, we can use the 

kernel trick to project the data into a higher-

dimensional space- a pursuit that by Cover’s 

theorem can help in attaining separability in 

the data-set (125). Quantum algorithms such as 

Grover’s algorithm are premised on binary 

classification. Even in cases of machine 

learning algorithms based on adiabatic 

quantum evolution, we define our approach in 

terms of a strong classifier that discerns 

whether a data-point is correct or erroneous 

based on a program specification (126). Like 

in the classical case, the quantum support 

vector machine relies on the definition of a 

quantum kernel that we can create by using a 

quantum feature map ϕ(⃗x) between classical 

feature vectors ⃗x and a Hilbert space to help us 

obtain the kernel K(⃗xi, ⃗xj) = |⟨ϕ(⃗xi)|ϕ(⃗xj)|
2. We 

can then expand the hyperplane in the general 

form: f(⃗x) = Σi αiyiK(⃗xi, ⃗x), where αi denote 

bounded positive quantities and yi the data 

labels. We can then use measures like the 

Gaussian or Rademacher Complexity to 

evaluate the classification error, based on this 

hyperplane definition and the data-set (127). 

While the quantum support vector machine 

paradigm defined using Grover’s algorithm 

gives a quadratic speedup, the implementation 

using the least squares approach provides an 

exponential speedup over classical algorithms 

(64). In recent years, we have had quantum 

support vector machine implementations with 

the Newton method, amplitude estimation, 

gradient descent and using quantum annealers 

as well as variational quantum-circuitry (128–

132). 

 

 
 
 Figure 1: Swap Test 
 

A natural extension of this comes with 

quantum k-nearest neighbour algorithms. 

Instead of a hyperplane as in the case of 

support vector machines, the underlying 

assumption of k-nearest neighbour methods is 

that the likelihood of two data-points that are 

proximal being of the same type is high (133). 

Labelled training vectors are used as reference 

for comparison of unlabelled testing vectors to 

determine k nearest train-state neighbours for 

the specific testing vector-state, whose label is 

ascertained using majority voting. In the 

quantum picture, we use the concept of fidelity 

of a specific testing state |ψ⟩ with respect to 

multiple training states |ϕj⟩: Fj = |⟨ψ|ϕj⟩|2.  After 

taking an initial set of candidate neighbour 

states, we use quantum search algorithms to 

find other states and corresponding indices till 

the nearest neighbours are found. The 

functional way to obtain the fidelity is by using 

the swap test. In this test (Figure 1), we begin 

with two quantum states |a⟩ and |b⟩ along with 

an ancilla qubit initialized to |0⟩anc, on which 

we apply the Hadamard operation on the 

ancilla qubit. We thereafter apply a controlled 

swap operation on the ancilla qubit. A 

controlled swap operation is a gate where 

target qubits |a⟩ and |b⟩ are swapped if the 

control (in this case, the ancilla qubit) is in the 

state |1⟩. Applying a second Hadamard gate on 

the ancilla gives us the state |χ⟩ = 1/2 |0⟩anc(|a, 

b⟩ + |b, a⟩) + 1/2 |1⟩anc(|a, b⟩ − |b, a⟩).  
 



  CNS&E Journal Volume 1 (3), May 2024 
 

180 
 

2 

The measurement of the state |0⟩anc has the 

associated probability P(|0⟩anc) = 1/2 + 1/2 

|⟨a|b⟩|2. The inner product in this expression 

makes the overlap between the states primary: 

orthogonality gives us a probability of 0.5 

while maximum overlaps gives a unity 

probability. This method can be used to find 

the distance between real-valued multi-

dimensional vectors with the use of a quantum 

measurement (69). We can also undertake 

more rigorous pattern recognition between 

binary strings |a1, a2, ..., an⟩ and |b1, b2, ..., bn⟩, 
using an extension of the construction in the k- 

nearest cluster model by initializing a state |ψ⟩ 
= |a1, a2, ..., an, b1, b2, ..., bn⟩⊗ √1 (|0⟩+|1⟩)anc, 

undertaking a XOR operation between the 

respective (ak, bk)∀k before storing it in place 

of the bk∀k, and finally undertaking a 

Hadamard operation on the ancilla qubit (134).  

If we measure the ancilla qubit in the ground 

state |0⟩anc, we obtain a resultant state whose 

amplitude has a scaling characteristic 

dependent on the Hamming distance between 

the binary strings. 

 

Quantum Reinforcement Learning and 

Deep Learning: Going beyond supervised or 

unsupervised machine learning models, a 

major area of contemporary research has been 

in quantum-enhanced reinforcement learning, 

which is premised on the adaptive evolution of 

a quantum system based on reinforcement 

from a classical or quantum environment 

(135). The system receives percepts from the 

environment and undertakes actions. Unlike in 

conventional learning models, the learner in a 

reinforcement learning model has an influence 

on the state of the environment around it as 

much as it is influenced by it, thereby making 

it impossible to represent the environment in 

terms of a stationary memory. Both - the 

system and the environment, are stored as 

maps with memory, and the history of 

interactions between the two is the 

fundamental element in reinforcement 

learning. In the case of quantum reinforcement 

learning (QML), this history must be 

maintained in a quantum setting. In QML, we 

define a Hilbert space for the percept and 

action states- HS and HA respectively.  

 

 
 
Figure 2: Quantum Reinforcement Learning (QRL) 

is premised on testing agent-environment interaction 

where the percept and action states have distinct 

Hilbert spaces associated with them. The register RT 

is not controlled by the agent or by the environment. 

 

The agent and environment both have memory 

registers (RA and RE respectively) to store the 

histories of the system-environment 

composite. We can model the interaction with 

a distinct Hilbert space HC and we can 

characterize the agent (environment) my a 

series of Completely Positive Trace Preserving 

(CPTP) maps {MiA}i ({MiE }i) that acts on a 

resultant register formed by concate- nation of 

the registers of system-interaction RARC 

(environment-interaction RCRE) systems. The 

performance of the system-environment is 

assessed against a figure of merit. Dunjko et al 

showed that a quantum agent will outperform 

a classical learning agent associated with a 

clas- sically delineated, controllable epochal 

environment against a particular figure of 

merit, if we were to consider a selected 

classical sporadic testing element (136). The 

quantum enhancement arises from being able 

to extract additional attributes from the 

environment for optimization of a classical 

agent. Our point of interest is in environments 

that are quantum in nature and that facilitate 

the preservation of superposition of percepts 

and actions. 

When we are talking of quantum 

reinforcement learning, it is imperative to 

discuss what we mean by quantum 

accessibility. Quantum accessibility implies 

the utilization of access of the agent to the 
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environment for the simulation of an oracle Oq 

that behaves as follows: 

 
where R is the value of the ’reward’ that the 

agent obtains once it successfully executes the 

actions a1, a2, ..., ak, for some auxiliary state 

|x⟩. In the cumulative process, we see the 

utilization of a quantum interaction using what 

is known as oracularization with the 

environment to undertake effective simulation 

of access to the oracle (which encapsulates 

important information about the environment), 

followed by the usage of this information for 

determining behavior that is optimum in the 

given environment. We can attain a greater 

insight into the oracularization process by 

understanding the import of an auxiliary state, 

which usually comprises of percept states |s1, 

s2, ..., sk⟩, the reward state |R⟩ and |e1, e2, ..., ek⟩  
that are auxiliary quantum subsystems kept 

within the environment. For the simulation of 

the oracle, these states need to be con- trolled 

and erased (137). To undertake this, the agent 

should be able to undertake modification of 

specific memory components of the 

environment with what are known as register 

scavenging and register hijacking operations, 

followed by a way to ’uncompute’ with the 

implementation of the Hermitian adjoint of the 

net unitary (map) that the environment 

implements. There are two primary kinds of 

reinforcement learning paradigms with 

specific quantum realizations: value-based, 

like in the case of Q-learning, which is 

premised on the learning of a value function 

that guides how the system environment 

makes decisions at each time step, as well as 

policy- gradient methods that optimizes a 

policy (function) π(a|s; θ) using the parameter 

θ (138–141). An important concept in this 

regard is meta-learning, wherein the learning 

agent undertakes the identification of its meta-

parameter configuration that is optimum so as 

to be able to facilitate the optimization of 

performance. This parameter meta-learning is 

done by having the learning agent monitor its 

performance, and utilising a metaparameter 

register as well as techniques like adaptive 

Bayesian quantum estimation (142). The 

reduction of the agent-environment interaction 

to a unitary oracular query is not feasible when 

we consider memory effects. In general, the 

oracular element may vary temporally and in 

such scenarios amplifying amplitude using 

Grover-type methods may be a possible 

approach to undertake reinforced learning in 

reward spaces that have an increasing 

monotonicity in the success probability. 

 

Deep learning has also seen a quantum 

expansion in recent years. Deep learning is 

premised on using artificial neural networks 

for discovering the representations required for 

the detection and classification of features 

from raw data (143, 144). The basic unit of a 

neural network is a perceptron or a single 

artificial neuron. Gallant described one of the 

first perceptron-based connectionist models 

where each cell i computes a single activation 

ui, which may be input to other cells or be an 

output of the network (145). Ricks et al. gave 

one of the earliest quantum neural network 

models based on implementation of quantum 

circuitry with gates whose weights are evolved 

through learning using quantum search as well 

as piecewise weight allocation (146). In each 

step, we have a density operator for the qubits 

representing the hidden states, which can can 

be extracted with any output ancilliaries using 

a partial trace operator and fed forward to the 

next layer of the neural network where the 

unitary transformations that encapsulate the 

action of perceptrons can be applied. There 

have been recent works on Bayesian 

approaches being implemented using quantum 

algorithms to learn Gaussian processes to train 

neural networks that are arbitrarily deep, with 

a quantum matrix inversion protocol being the 

core routine (147). In the quantum 

convolutional neural network presented by 

Cong et al (148), the modeling of the 

convolutional layer is in terms of a unitary 

transformation (on the state density of the 

input) that is quasi-local and is applied in error 

correction and phase recognition in quantum 

systems. The forward pass of the convolutional 

neural network can be computed as a 

convolutional product using quantum 

algorithmic tools even as gradient descent 
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methods can give us an idea about what are the 

relevant network parameters in the quantum 

context (149). There have also been hybrid 

models with quanvolutional layers in the 

network where we undertake local 

transformation of the data with several random 

quantum circuits in the set bounded-error 

quantum polynomial time (150). Recently, 

quanvolutional methods were used for 

physiological application such as for body part 

recognition using Hybrid Quantum 

Convolutional Neural Networks, although in 

this case the classical counterpart was found to 

have a greater validation accuracy by 0.5% 

(151). 

Quantum Natural Language Processing, 

Quantum Advantage and the Path Forward 

Language is one of the earliest forms of 

representative evolution for humankind. 

Notwithstanding the tale of the Tower of Babel 

or the Gigantomachy myth, the diversity and 

complexity of language is of prime interest for 

computational representation and processing. 

Natural language processing is all about 

harnessing computational methods for the 

learning and production of content in human 

languages. We have come a long way from 

simply analysing the disparate linguistic forms 

and recognizing speech patterns to the 

creations of dialogues, translating speech from 

speech as well as the identification of 

emotional response of users towards services 

and products. The synchronic model of 

language aligns with the psycholinguistic 

understanding which highlights that language 

is dynamic (152). In any speech-based natural 

language pro- cessing (NLP) system, we have 

computation based on phonetic, phonemic and 

prosodic rules, besides the morphemic analysis 

which is as relevant for other kinds of NLPs as 

well (153–155). Higher levels of natural 

language processing include the lexical, the 

syntactic, the semantic, the discourse-oriented 

and the pragmatic (156). When it comes to 

natural language processing, we can have 

quantitative statistical approaches like the 

Hidden Markov models, connectionist 

approaches that are based on inter-related 

fundamental processing units as well as 

symbolic ap- proaches that lay emphasis on the 

logic or rules that a linguistic framework 

encapsulates. Zeng and Coecke were among 

the first to give us a quantum version of natural 

language processing when they employed the 

closest vector problem for sentence similarity 

identification within the distributional 

compositional categorical (DisCoCat) model 

given by Coecke, Sadrzadeh and Clark (157–

159). In the compositional distribution model, 

meanings are encapsulated in quantum states 

while quantum measurements give us the 

grammatical structure for a specific sentence 

and context (160). The embedding of the 

language in the vector space of quantum 

systems naturally leads to word-correlations 

represented by the vector geometry, even as we 

map diagrams formed from parsing of 

sentences to quantum variational circuits. 

Essential quantum properties such as 

superposition helps us in the modelling of 

uncertainties in the language while phenomena 

like entanglement help us in describing how 

semantics and syntax are com- posed and 

distributed. Recently, natural language 

processing experiments have been practically 

realized for over 100 sentences on the Noisy 

Intermediate-Scale Quantum (NISQ) 

computing system provided by IBM Quantum 

(161). 

 

When we speak about quantum natural 

language processing, in particular, and 

machine learning, in general, the elephant in 

the room is: how much of an advantage do we 

obtain using quantum systems over classical 

ones? The ’quantum native’ view of quantum 

natural language processing which posits that 

the vector-landscape provided by quantum 

systems is better suited for the linguistic- 

syntactic, semantic and pragmatic elements, is 

preliminary and unsubstantiated by practical 

realizations, with a critical shortcoming being 

the primary reliance on quantum RAMs, which 

are expensive and not yet empirically 

implemented. More broadly, there are many 

aspects of quantum computing that are often 

off-set by machine learning paradigms.  

 

For instance, the size of inputs is usually small, 

such as in fault-tolerant algorithms, while there 
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could high-dimensional tensorial structures 

with numerous entries in machine learning. 

The problems in machine learning can be 

highly unstructured and complex while 

problems studied in quantum computing are 

structured, often with elements of regularity 

and periodicity. Theory is defined and 

delineated in quantum computing problems 

while empiricism is preeminent in machine 

learning, with modelling and interpolations 

being important in the latter. Quantum 

computing can have absolute benchmarks like 

the scaling of run-time while machine learning 

have more constructivist benchmarks between 

disparate models. Quantum advantage can be 

spoken of in terms of solvability, expressivity 

of the class of the model, size of training 

sample needed, generalizability and how the 

optimization landscape is structured (162–

171). Due to the need to be able to capture the 

system dynamics in terms of quantum systems 

and circuitry, we can only gauge performance 

of machine learning algorithms in specific 

selected contexts and examples, with this 

selectivity preventing any generalizability of 

performance-based ad- vantage, if any. Such 

constraints also exist for readout and loading 

of data, when it comes to quantum examples. 

Performance parameters are also highly 

contextual and it is not straight-forward to 

assess if any ’quantum advantage’ is due to the 

specific way in which we have selected 

benchmarking threshholds and hyper-

parameters or whether they are actually 

observations made structurally. There may be 

a need to move towards studying Quantum 3.0, 

the revolution of quantum learning theory, as a 

paradigm in itself, without needing to resort to 

bylines towards ’quantum advantage’ and 

’quantum supremacy’. For example, classical 

intractability of kernels being bypassed using 

quantum tools can be an interesting pursuit but 

given that such kernels are not found to be 

utilizable in realizable machine learning, such 

an approach has no practical relevance. Today, 

we have moved beyond kernel methods with 

even more efficient ones like data re-uploading 

and explicit models (172, 173). We now have 

quantum machine learning models that have 

features that preserve privacy as well as those 

that take into consideration the impact of 

decoherence (174, 175). The future is bright 

for quantum machine learning, even as the 

intersection of quantum mechanics, learning 

theory and information processing is explored 

to find novel methods of deploying artificial 

intelligence. 
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Abstract: A study was conducted in the Jalna district of Maharashtra to assess the adoption pattern 

of spray technology, and safety awareness among grape growers. The respondents were selected 

through random sampling and data was collected through a structured interview. The study revealed 

that among marginal landholders (< 1 ha) back-pack type sprayer was mostly in operation with an 

adoption level of 75%.  In small landholders (1-2 ha), horizontal triplex pump (HTP) sprayers with 

an adoption level of 51.85% followed by tractor-operated air-blast sprayers (40.75%) were prevalent 

pesticide spraying technologies. More than 2/3rd (76.00%) of medium landholders (2-4 ha) had 

adopted tractor-operated air blast sprayers. For the application of plant growth regulators, 62.5% of 

small farmers, 81.8% of medium, and 100% of farmers had adopted electrostatic sprayers. The 

number of chemical sprays per season varied from 25 to 100, making grapes one of the major 

pesticide-consuming crops. Capacity, efficiency, cost, and availability of sprayers on a custom hiring 

basis were the four major factors affecting the adoption of spraying technologies. 

KEYWORDS: Air-blast sprayer, Custom hiring, Electrostatic sprayer, Plant growth regulator.  

1. Introduction: Agriculture is the mainstay of 

the Indian economy and contributes about 

18.8% of the Gross Value Added (GVA) of the 

country (Economic Survey of India, 2021-22).  

Since Independence, India has witnessed 

tremendous growth in agriculture- 5 times 

increase in grain production, 9 times in 

horticultural production, 12 times in fish 

production, and 9.5 times in milk production [1] 

Horticulture has become a key driver for 

economic development in many of the states in 

the country and it contributes 30.4% to the gross 

domestic product (GDP) of agriculture [2]. 

Among horticultural crops, India has emerged as 

one of the major grapes growing countries in the 

world. India ranks first with average grape 

productivity of 22.32 tonnes ha-1 against the 

global average productivity of 9.32 tonnes ha-1. 

Grape production has increased by about 195% 

from 1057 thousand tonnes in 2000-01 to 3125 

thousand tonnes in 2019-20 [3].  In India, about 

0.14 million hectares of grape cultivation 

produces 3.12 million tonnes of grapes annually. 

India is the only country in the world, where 

table grapes are available during April-May [4] 

Grapes occupy the prominent position in exports 

with 188.2 thousand tonnes valued at ₹1,89,99 

million [5]. In India, Maharashtra State (MS) is 

the largest producer of grapes, accounting for up 

to 78.3% of the country’s total grape production 

followed by Karnataka and Tamil Nadu. 

Maharashtra has an estimated grapes cultivation 

area of 0.09 million hectares with an annual 

production of 774000 tonnes in 2015 [6]. For the 

production of quality grapes with sustainable 

yields especially in tropical climates, farmers 
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often use pesticides to control diseases like 

downy mildew, powdery mildew, and insect 

pests such as thrips, jassids, and mealybugs 

therefore, pesticide consumption in grape farms 

is on the higher side. Due to the widespread use 

of pesticides, their toxic residue has been 

reported in various environmental matrices [7].  

The precision chemical and growth 

regulator application in vineyard cultivation 

demands mechanization in crop protection 

operations. Specialty crop spray application 

methods have advanced significantly in recent 

years in terms of better control and lower costs 

with improved spray performance and reduced 

off-target drift. Recently, the use of sensor-based 

control volume [8] and electrostatic spray 

technology [9] has shown improved spray 

deposition compared to conventional sprayers. 

To develop and disseminate different 

technologies for vineyard cultivation, it is 

essential to analyse the existing technology 

adoption pattern among different farmers and 

develop scale neutral technologies for 

widespread adaptability. A survey was 

conducted in the grape-growing Jalna district 

(Marathwada region) of   Maharashtra (India) to 

understand spraying technology adoption 

patterns and worker health safety awareness 

among grape-growing farmers of India. The 

primary aim of the study was to investigate the 

adoption pattern of spray technology and safety 

practices across diverse land holdings within the 

study area. The overarching goal was to pinpoint 

potential interventions that could enhance the 

mechanization of spraying operations 

specifically within vineyards in the Marathwada 

region.  

2. Experimental Procedure 

A study was conducted in major grape-

cultivating villages of the Jalna district (MS, 

India). Five villages namely, Kadwanchi 

(19.9199°N,75.9986°E), Dharkalyan (19.8868° 

N, 76.0218° E), Nandapur (19.9064° N, 

75.9754° E), Gondegaon (19.9376°N, 

75.9289°E), and Thar (19.9139° N, 75.9608° E) 

were selected randomly from this region (fig.1) 

for this study.  

 

Further, from each village 14 farmers were 

selected randomly, thus making a total sample 

size of 70 farmers. The basic information about 

cropping patterns, cultivation practices, major 

grape cultivation regions, etc. of Jalna district 

was taken from District Agriculture Offices and 

Krishi Vigyan Kendra (KVK), Jalna, MS. The 

data were collected by the researcher by 

interviewing the respondents with the help of a 

pre-tested standard interview questionnaire.  The 

collected data were compiled, tabulated, and 

analysed using statistical tools. 

In order to validate the effect of spraying 

technology on growth of grape clusters, a pilot 

study was conducted at ICAR-Indian 

Agricultural Research Institute, New Delhi. The 

study employed three distinct treatment methods 

for the application of the plant growth hormone 

Gibberellic acid (GA3) at a concentration of 40 

ppm. The three methods utilized were: 

Sensor-Based Control Volume Sprayer (SB) 

This treatment involved the use of a sensor-

based control volume sprayer, which likely 

leveraged advanced technology for precise and 

controlled spraying of the Gibberellic acid on 

the berry clusters.  

Conventional Hand Dipping (DP) 

The conventional hand dipping method implied 

manually immersing berry clusters in a solution 

containing Gibberellic acid. This traditional 
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method may involve direct contact with the 

solution and manual labor. 

Manual Compressed Air Sprayer  

This treatment utilized manual compressed air 

sprayer (Model No: B0BKTCQG5H, 5 L, 

compressed air sprayer, Saiagro Ltd., India) to 

facilitate the spraying of the Gibberellic acid 

solution onto the berry clusters.  

Statistical Analysis  

In order to assess the effectiveness of the Plant 

Growth Regulator (PGR) application method on 

the growth of clusters, a statistical analysis of 

variance (ANOVA) was conducted at a 

significance level of α = 0.05. The cluster and 

berry growth datasets were normalized using 

cube- root transformation. All the statistical 

analysis was performed in RStudio 

programming software (version: 

2022.12.0+353, public-benefit corporation, 

USA). 

3. Results and Discussion 

The major observations inferred from the survey 

data are presented below, 

I. Educational status of respondents  

The educational status of the respondents shows 

that the majority of farmers (41.43%) had 

completed their secondary education whereas 

farmers without any formal education were 

2.85%. The respondents who had completed 

their primary and higher secondary levels were 

20 and 25.72% respectively. Farmers who had 

received education up to graduation level were 

around 10%. Based on the information provided 

by the farmers it was observed that all the 

respondents belonged to the age group of 25 

years to 60 years [10][11] . The inclusion of 

educational status and age-related data is 

essential because psychological factors play a 

crucial role in understanding how individuals 

perceive and adopt new technologies. Those 

with higher education levels may be more open 

to embracing new technologies due to a better 

understanding of their benefits. The age of 

farmers aligns with the Innovation Diffusion 

Theory, which suggests that the adoption of 

innovations follows a pattern, with younger 

individuals often adopting new technologies 

earlier than older individuals. Understanding 

this pattern is crucial for designing interventions 

that consider the varying needs of different age 

groups. 

II. Technology adaptation pattern among 

different landholding categories  

Grapes are highly vulnerable to various diseases 

throughout the season from fruit setting to 

harvesting and hence require frequent chemical 

applications. Fig. 2 shows the frequency of 

chemical application including the growth 

regulator sprays per season varied from 25 to 

100, making grapes one of the major pesticide-

consuming crop. However, the frequency of 

sprays varied with landholding. It was observed 

that sometimes 2-3 sprays were done during a 

single day depending upon the disease incidence 

and weather conditions. Spray frequency for 

marginal farmers ranged from 25-50 sprays per 

season. The spray frequency was 50-75 sprays 

per season for 40% of small and 51.5% of 

medium landholding farmers. All the 

respondents from the large landholding category 

reported a higher spray frequency of 75-100 per 

season. A major factor affecting the frequency 

of spraying among the different categories was 

the type of technology and man-hours 

requirement for spray applications. Mostly, 

marginal and small farmers were using the small 

capacity sprayers hence, more man-hours were 

required which resulted in reduced spray 

frequency. However, large landholding farmers 

had adopted high-capacity tractor-operated 

sprayers with fewer man-hour requirements, 

hence, the increased frequency was observed. 
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Based on the details provided by respondents, it 

was observed that three different types of 

sprayers were adopted by the farmers of the 

surveyed region. These were backpack-type 

sprayers, engine-driven stationary type 

(horizontal triplex pump [HTP]), and tractor 

PTO-driven airblast sprayers (fig 3a) (also 

known as blowers locally). Farmers with 

landholding less than one hectare were using 

backpack sprayers (fig 3b) such as battery-

operated knapsack sprayers and backpack-type 

power sprayers; with few being HTP. Farmers of 

the small landholding category (1-2 ha) were 

mainly using HTP with a tank capacity of 200 
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Fig. 2. Frequency of chemical applications among the different landholding 

category 
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Fig. 3 Spray application technologies adopted in vineyard cultivation a) airblast sprayer, b) backpack sprayer, c, 

d) Horizontal triplex pump with hand spray gun, e) hand dipping 
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liters (fig. 3c,d). A fraction of them had adopted 

tractor-operated air-blast type sprayers, whereas 

very few were using backpack sprayers. 

Growers of medium and large landholding 

categories (2-4 ha) preferred high-volume 

tractor-operated airblast sprayers. 

Graphical representation of adopted spraying 

technology by the respondents of different 

landholding categories (Fig.3) indicates that 

about 75% of marginal landholding grape 

growers were using back-pack type sprayers and 

25% had adopted HTP type sprayers. In case of 

small landholding category, the adoption of 

different spraying technology was like HTP 

sprayers (51.85%), tractor-operated airblast 

sprayers (40.75%) and 7.5% using backpack 

sprayers. In medium landholding grape growers, 

76% had adopted airblast sprayers. It was 

observed that as the landholding increased, the 

adoption of tractor-operated sprayers also 

increased.  It could potentially be due to the 

affordability of tractor-operated sprayers among 

large land-holding farmers. 12] highlighted that 

age, annual income, education, social 

involvement, usage of information sources, land 

ownership, knowledge, and socio-economic 

level were shown to be correlated with the 

adoption of improved technologies. 

Plant growth regulators (PGR) are essential for 

the uniform growth of grape berries. Better 

productivity can be obtained by precise plant 

growth regulator applications. Respondents 

reported that grapes usually require about four to 

six PGR sprays per season.  

Significant variation in the adoption of plant 

growth regulator spraying technology was also 

observed among the different categories of 

landholding farmers. Farmers of marginal 

landholdings majorly were using the traditional 

hand-dipping method of PGR application in 

which every grape cluster was dipped manually 

into a conical pot full of chemicals (fig. 3e). 

In small land-holding farmers, four different 

modes of PGR application i.e. hand dipping, 

horizontal triplex pump, blower, and 

electrostatic sprayer were prevalent with 

adoption levels of 8.55%, 16.45%, 12.5%, and 

62.5%, respectively (Fig.4). 

In case of medium landholding category, 81.8% 

grape growers were using electrostatic sprayers 

and remaining (18.2%) were using a blower. All 

large landholding farmers had adopted 

electrostatic sprayers for the precise application 

of plant growth regulators. One major 
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observation was the farmers’ perception of the 

need for the application of an optimum 

concentration plant growth regulator. Less 

concentration was reported to be ineffective in 

grape cluster development, while overdose 

caused adverse effects on the quality of the grape 

cluster.  Although 67.15% of farmers were using 

electrostatic sprayers, however, only 7.15% of 

farmers owned electrostatic sprayers while the 

majority of farmers were using electrostatic 

sprayers on a custom-hire basis. Therefore, 

custom hiring services had a great role to play in 

technology adoption due to the affordability of 

high-cost sprayers by most farmers.  

III. Factors affecting the adoption of spraying 

technology in vineyards 

 The major focus of the study was to elicit 

information on different factors affecting the 

selection of spray equipment for pesticide 

management in grape orchards. [13] reported 

80% of variation in agricultural mechanization 

could be attributed to four major factors-land 

holding, family income, custom hiring service 

availability, and education. The adoption or non-

adoption of spraying technologies was mainly 

related to three major factors- cost, efficiency, 

and availability of sprayers. 

(i) Efficiency and capacity of spraying:  A 

majority (57%) of farmers responded that the 

efficiency and capacity of a sprayer for grape 

cultivation was a major factor in the selection 

of a sprayer. However, most of such farmers 

were of medium and large land holding 

categories, therefore adoption of high-cost air-

blast type sprayers and the electrostatic sprayer 

was economically feasible for them. 

(ii) Cost of sprayer: Cost is one of the major 

factors affecting the adoption of machinery 

among resource-poor farmers. Among the total 

surveyed grape growers, 31% reported that 

cost of operation was a major concern for the 

adoption of efficient and high-capacity 

sprayers like air-blast type sprayers and 

electrostatic sprayers. Most of the farmers in 

this category were marginal, small, and 

medium landholding category. For such 

farmers, the purchase of machinery like air-

blast type sprayers and electrostatic sprayers 

was against economics of scale due to fewer 

annual use hours. Many farmers in this 

category were availing of custom hiring 

services for the use of high-cost machinery for 

spraying in their orchards. Farmers of the 

marginal and small categories were adopting 

manual backpack sprayers.  

(iii) Ease of availability: Custom hiring of 

agricultural machinery plays an important role 

in machinery dissemination [14] . Out of the 

total surveyed farmers, 11 percent reported the 

non-availability of machinery on a custom 

hiring basis as a major constraint in the 

adoption of sprayers for pesticide and growth 

regulator application in grapes. Most of the 

farmers reported non-availability of sprayers a 

major concern were medium land holders. 

[15]while studying farm power-machinery 

status and custom-hiring opportunities 

reported the need for facilitation of high-cost 

machines through custom hiring centers, 

Krishi Vigyan Kendra, and through private-

public partnerships to improve the 

mechanization status of the country. 

IV. Safety awareness and health issues 

associated with pesticide application in the 

vineyard  

 Variations in the level of safety 

precaution during pesticide application were 

observed in selected respondents. During the 

survey, farmers were asked for the type of 

protective measure they follow while pesticide 

spraying in grape orchards. All three types of 

respondents i.e., those not following any safety 

precaution during spraying of hazardous 

pesticides, farmers with partial precaution 

(covering the nose and mouth with proper 

clothing), and farmers with full precautions 

(safety goggles, shoes, and personal protective 

kit) were observed (Table 1). 

The data relating to protective measures 

followed by grape growers while spraying 
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indicates that about 87.5% of farmers of 

marginal landholding were not following any 

protective measure, whereas, as a fraction of 

them were using partial precaution while 

spraying. In the case of small and medium 

farmers about 62.5% and 48.5%, respectively 

were not following any safety precautions while 

spraying in a vineyard. The safety awareness 

was found quite satisfactory in large landholding 

farmers with 60% taking partial precaution and 

40% following full precaution in pesticide 

application. This was because of the reason that 

most of the large land-holding farmers had 

higher education and were voluntarily involved 

in training related to agriculture. [16] revealed 

education level and lack of training related to 

pesticide use among major factors certain factors 

affecting the safety awareness of farmers in 

pesticide application practices in India.  

Table 1 Safety measures pattern observed in selected 

respondents 

 

Level of 

precautions 

% Respondents among 

different landholdings 

< 1 

ha 

1-2 

ha 

2-4 

ha 

4-10 

ha 

No Precautions 10.0

0 

21.4

3 

22.8

6 0.00 

Partial 

Precautions 1.43 

10.0

0 

20.0

0 4.29 

Full 

Precautions 0.00 2.86 4.29 2.86 

 

V.  Health issues related to pesticide application 

reported by the farmers 

 Pesticides act as plant-protection agents 

to control most dreadful diseases in agriculture. 

However, exposure to pesticides continuously 

for a bit longer period causes a range of human 

health-associated issues. From the surveyed 

area, headache was the most common problem 

reported by about 41.42% of the grape growers. 

Most of these farmers were observed to apply 

pesticides without any protective measures. The 

next major health issue faced by about 25.71% 

of farmers was breathing problems after 

pesticide spraying. Other 12.85% and 5.71% 

farmers had experienced eye problems and 

nausea, respectively during pesticide spraying in 

grape orchards. It was found that farmers of all 

age groups were equally susceptible to the health 

effects due to unsafe pesticide application 

practices. However, 14.28% cent of farmers who 

were following either complete or partial 

protective measures while spraying did not 

report any major health issues. The major reason 

behind health issues was improper information 

about the chemical composition of sprayed 

pesticides due to lack of awareness.  Given that 

farmers were observed applying pesticides 

without protective measures, the risk of dermal 

issues becomes a significant concern. The use of 

appropriate personal protective equipment 

(PPE) like gloves, long-sleeved clothing, and 

other protective gear is crucial to minimize 

direct skin contact and mitigate the potential 

health risks associated with pesticide exposure. 

It is recommended to raise awareness among 

farmers about the importance of using PPE and 

providing them with proper training on safe 

pesticide handling practices to reduce the 

occurrence of dermal issues and other health-

related problems. [17] reported that middle-aged 

group farmers mostly being illiterate are 

dependent on others for reading information 

given on pesticide bottles or instructions 

provided by agriculture extension departments. 

Thus, the availability of information in the local 

language may sensitize the people to better 

follow up on necessary protocols during 

pesticide application to avoid health hazards.  

Effect of spraying technology on growth 

characteristics of grape cluster  

The analysis of variance (ANOVA) revealed a 

significant difference in cluster length (F2,99 = 

4.84, p = 9.84 ×10−3) based on the application 

method. However, no significant differences 

were observed in cluster width (F2,99 = 1.39, p 

= 0.25) when considering the application 

method as the main effect. The change in cluster 
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length (Mean ± Std. Error) observed in the 

selected plant growth application methods were 

as: Sensor-Based (SB) Sprayer: 16.89 ± 1.72 

mm; Hand Dipping (DP): 16.66 ± 1.55 mm; 

Conventional Manual Sprayer (CS): 7.63 ± 0.94 

mm. On the other hand, the maximum growth in 

cluster width was observed in the SB method 

(16.23 ± 1.84 mm), followed by DP (11.12 ± 

1.28 mm) and CS (8.55 ± 1.77 mm), 

respectively. The cluster growth was 

comparable between the SB and DP methods, 

while the least growth was observed in the CS 

method (Figure 5). This change in cluster growth 

may be attributed to potential influence of higher 

atomization and increased spray deposition on 

clusters under control volume conditions, 

particularly in the SB method (Dattatray et al., 

2023) 

 

 

Figure 5 Effect of PGR application methods on 

cluster growth 

 

4. Conclusions: The study's key findings 

highlight that the adoption of farm machinery 

for pesticide and plant growth regulator 

application in grape cultivation is significantly 

influenced by the size of land holdings. Large 

land-holding farmers tend to embrace advanced 

technologies like tractor-operated air-blast 

sprayers and electrostatic sprayers, whereas such 

technologies see limited use among small land-

holding farmers. To bridge this gap and promote 

the widespread adoption of advanced and 

precise equipment, there is a proposed strategy 

of making such machinery available on a custom 

hiring basis. This approach aims to increase 

accessibility to innovative technologies, 

ultimately reducing input costs and minimizing 

environmental impact. The study underscores 

the necessity for developing affordable spraying 

technologies customized to the needs of small 

and marginal farmers. This is critical to make 

farmers with limited land holdings reap the 

benefits associated with advanced and efficient 

spraying technologies. Moreover, the low 

adoption pattern of precautionary measures 

among farmers requires specialized training 

programs to educate farmers about the 

importance of implementing proper protection 

measures during pesticide application. This 

proactive approach will enhance awareness and 

promote safer practices, addressing health 

concerns associated with pesticide exposure. 

Overall, , the study suggests a multifaceted 

approach to improve the adoption of advanced 

agricultural machinery and enhance safety 

measures during pesticide application, catering 

to the diverse needs of farmers with varying land 

holdings. The findings on the specific effects of 

different PGR application methods on grape 

cluster dimensions, highlighted the potential 

advantages of sensor-based spraying technology 

in promoting cluster elongation. 
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Abstract: Transition metal dichalcogenide (TMDs) quantum dots (QDs) have attracted widespread 

attention among scientific community as fluorescent nanomaterial. Among TMDs, MoS2 has received 

particular interest due to its novel and intriguing optical properties. In this work hydrothermal method 

is used to prepare aqueous soluble MoS2 QDs using Molybdenyl acetylacetonate and thiourea as Mo 

and S precursors, respectively. The solubility of unfunctionalized MoS2 is poor in water and organic 

solvent, therefore thioglycolic acid is used as surfactant for surface functionalization and to enhance 

the aqueous solubility & stability. These functionalized QDs have been synthesized at pH 11 using 

hydrothermal method and explored their structural and optical properties. The as synthesized QDs are 

characterized using TEM, XRD, FTIR, UV-Vis and PL spectroscopy. The morphological shape of as 

prepared QDs is spherical with size 4-6.5 nm. The MAA encapsulated MoS2 QDs are further explored 

as fluorescent probe for the sensitive sensing of flavonoid Quercetin. 

Keywords: Colloidal, fluorescent, transition metal dichalcogenides, flavonoid 

Introduction: Szent-Gyorgyi are the first to 

isolate and identify bioflavonoids[1]. 

Bioflavonoids are the important class of 

bioactive molecules with effective 

antimicrobial, anti-inflammatory, antibacterial, 

antitumor and anticancer properties[2, 3]. 

Anthocyanidins, flavans, flavonols, 

anthoxanthins, and flavanones are the five 

subclasses of bioflavonoids. Quercetin is one of 

the flavonols mainly found in leafy vegetables, 

herbs, vegetables, seeds, red wine and fruits. The 

chemical structure of Quercetin consists of 

catechol ring and hydroxyl (-OH) groups at 

position 3′,4′, 3, 5 and 7 which makes it a 

potential material for numerous biomedical 

applications like anti-blood platelet, anti-

carcinogenic, radical scavenger, expanding 

blood vessels because of antioxidant 

properties[4]. As Quercetin is an important 

antioxidant which plays important role for 

treating numerous diseases and also present in 

the daily diet of human. In spite of the high 

dietary intake of Quercetin, only 0.4-1% is 

excreted in urine[5]. Thus, it is necessary to 

develop a sensitive and selective probe for the 

sensing of Quercetin in biological samples and 

pharmaceutical drugs.  

 The luminescent properties of metallic 

nanostructures, Quantum dots (QDs) and 

organic fluorescent dyes are used to detect 

analytes in the fluorescence-based methods. The 

unique properties of QDs like high quantum 

yield, broad absorption spectrum, good 

extinction coefficient, narrow and tunable 

emission spectra have fascinated researcher’s 

interest worldwide. QDs possess excellent 

optical properties and have been widely utilized 

for the detection of toxic molecules, ions, small 

molecules, and biomacromolecules[6–8]. MoS2 

QDs have attracted more interest because of 

their high solubility in an aqueous medium and 

the presence of large number of active edge 

atoms. The synthesis of MoS2 QDs has been 

explored by using several methods including 

liquid exfoliation, lithium intercalation and 

hydrothermal[9]. The tunable emission 
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properties of MoS2 QDs makes them a potential 

material for sensing applications. MoS2 

nanostructure owing to their unique structures, 

high stabilities, low toxicity and high surface to 

volume ratio make them extremely attractive in 

the field of biosensing[10, 11]. There is still a 

critical need for the development of facile and 

widely accessible synthesis methods for the 

preparation of fluorescent MoS2 QDs for 

biological applications. Ideally, these methods 

should synthesize small size, low polydisperse 

and colloidal nanoparticles with stability in a 

broad range of pH and various ionic buffers. For 

biological applications, there should be different 

functional groups available on the surface of 

nanostructure for surface modification with 

biomolecules such as peptides, proteins or 

drugs[12]. Most importantly the synthesized 

nanostructure should be stable and do not 

agglomerate in biological media i.e., 

intracellular environment and demonstrate an 

improved quantum yield. 

In this manuscript, we have synthesized 

functionalized water soluble MoS2 QDs using 

hydrothermal approach. Mercaptoacetic acid 

(MAA) encapsulated MoS2 QDs were further 

utilized for the sensitive and selective sensing of 

Quercetin. The optical properties of synthesized 

MAA capped MoS2 QDs have been explored 

using UV-Visible spectroscopy, and 

Photoluminescence (PL) spectroscopy. The 

structural and morphological characteristics 

have been studied using X-Ray diffraction 

(XRD), Transmission electron microscopy 

(TEM) and Fourier Transform Infrared 

spectroscopy (FT-IR), and. The sensing of 

Quercetin has been done based on the variation 

in the emission signal of MAA encapsulated 

MoS2 QDs.  

2. Experimental Section 

2.1. Chemicals and reagents: The chemicals 

and reagents utilized in all the investigations are 

of analytical grade and have been used without 

any further purification. Mercaptoacetic acid 

[HSCH2CO2H], and Molybdenyl 

acetylacetonate [MoO2(acac)2] were procured 

from Sigma Aldrich. Thiourea [CH4N2S] and 

Sodium hydroxide [NaOH]were purchased from 

Fisher Scientific. BOROSIL glassware is used 

for all the synthesis procedure. For the cleaning 

of the glassware chromic acid was used, 

followed by rinsing with DI water, ethanol, and 

acetone step by step and dried before using.   

Synthesis of MoS2 nanostructures: The 

current methodology utilizes hydrothermal 

method to synthesize MAA encapsulated 

MoS2QDs. Thiourea and Molybdenyl 

acetylacetonate are used as precursors for S and 

Mo, respectively. Mercaptoacetic acid (MAA) is 

used as surfactant and for the functionalization 

of nanostructures. Firstly, 3.5 mM of 

Molybdenum acetyloacetonate is dissolved in 60 

ml DI followed by the addition of 96 µl of MAA. 

The above solution is stirred for 20 minutes at 

100 ℃. After cooling down the solution for 

some time the pH was set to 11 using 1 M NaOH 

solution. To the above prepared solution, add 15 

mM of thiourea. After 15 minutes of magnetic 

stirring, the solution was transferred to 100 ml 

Teflon tube and sealed. The temperature of the 

stainless-steel autoclave was maintained at 220 

℃ for 24 hours. The supernatant containing QDs 

were collected after centrifugation.  

2.3. Characterizations: Electronic absorption 

spectra were recorded using U-3900 

Spectrophotometer-LABINDIA and emission 

spectra using F-4700 FL Spectrophotometer-

LABINDIA. De-Ionized water was used as 

solvent to record the absorption and emission 

characteristics of the samples. Structural 

measurement of as prepared sample was done 

using a TEM; JOEL 2100F, high resolution 

transmission electron microscope (200 kV) 

(TEM). For TEM measurements, 5-10 µL QDs 

sample was drop casted over carbon support film 

of a 300 mesh Cu grid and let the sample dry for 

some time. Fourier transform infrared (FTIR) 

spectrum was recorded with FTIR spectrometer 

(Shimadzu 8400, Japan) utilizing KBr pellets in 

the range from 4000 cm-1– 400 cm−1. XRD was 

recorded using Rigaku mini-Flex 600, Japan, 

1.54 A°. The sample was dried at 50℃ and then 
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XRD spectra was recorded. Zeta potential was 

measured using Malvern. 

 

3. Results and Discussion: MoS2 QDs are 

synthesized by one pot hydrothermal method 

using Molybdenyl acetyacetonate, Thiourea and 

MAA. In the synthesis process MAA and 

Thiourea could work as reducing agent due to 

the existence of various functional groups and as 

a source of S precursor, respectively. MAA will 

also work as a surface encapsulation agent and 

provide carboxyl groups over MoS2 QDs surface 

which enhances the aqueous stability and 

solubility of synthesized QDs. Figure 1 (a) 

shows the TEM micrograph of MAA 

encapsulated MoS2 QDs. The micrograph shows 

that the particles do not show any agglomeration 

and are well dispersed in aqueous media. The 

obtained size ranges from 4 nm – 6.5 nm with 

spherical morphology. The XRD pattern shown 

in Figure 2 (b) shows no obvious diffraction 

peaks, which may be due to their very small size. 

These small size QDs hardly have layer-layer 

interaction between each other. Bulk MoS2 

shows a diffraction peak at 2Ɵ= 14.4° 

corresponding to the (002) plane[13]. However, 

its absence in the MoS2 QDs XRD spectra 

reveals the lack of interlayer action in 

synthesized QDs. Figure 2 (c) depicts the FT-IR 

spectrum of MAA encapsulated MoS2 QDs. The 

presence of surface passivated groups over 

MoS2 QDs surface is confirmed by FT-IR 

spectra. The characteristic peak at 3452 cm-1 

illustrates the O-H bond of the adsorbed 

H2O[14]. The characteristic band at 1635 cm-1 is 

due to the stretching of C=O bond present in the 

stabilizing agent MAA. A sharp peak 

corresponding to the stretching of S–H group of 

MAA lies in the region 2550 cm-1 – 2670 cm-1. 

However, the absence of S–H in the MAA 

encapsulated MoS2 QDs indicates the binding of 

the S atom of S-H group of the MAA to the Mo 

atoms lying on the surface of MoS2 QDs. In the 

fingerprint region, the absorption band at 463 

cm-1 arises due the stretching of Mo-S bond[15].   

 

Figure 1: (a) TEM micrograph of MAA encapsulated MoS2 QDs, (b) XRD spectrum of MoS2 QDs and (c) FT-

IR spectrum of MoS2 QDs. 
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The optical characteristics of MAA encapsulated 

MoS2 QDs are explored using UV-Visible and 

PL spectroscopy. Figure 2 (a) illustrates the 

absorption and emission spectra of prepared 

MoS2 QDs. It has been reported that low 

dimensional or MoS2 QDs show strong blue 

shift in the absorption peak when the dimension 

of the nanostructure reduced to less than 50 nm 

because of the quantum confinement effect [16]. 

The shoulder absorption peak observed at 340 

nm can be ascribed to the direct transitions from 

the deep valence band to the conduction band in 

MoS2 QDs. The absence of peaks in the higher 

wavelength region i.e. 600 nm–700 nm shows 

the absence of 2D MoS2 with large lateral 

dimensions[17]. Also because of the strong 

quantum confinement effect the band gap of the 

QDs is enhanced, which is calculated using 

Tauc’s relation[18]. Using Tauc’s relation a 

graph is plotted between (αhν)2i.e. square of the 

absorption energy and E as shown in inset in 

Figure 2(b). By extrapolating the tangent, the 

obtained bandgap is 3.34 eV which is much 

larger than monolayer MoS2i.e. 1.9 eV and bulk 

MoS2with band gap 1.2 eV[19]. 

The excitation spectrum of MAA capped MoS2 

QDs (Figure 2(b)) illustrates an intense peak at 

~310nm. Also, the emission spectrum shows a 

strong emission peak at 380 nm when excited at 

310 nm. PL investigation is commonly used to 

explore the transition properties, carrier 

migration, and trapping properties. The higher 

emission intensity reveals the higher 

recombination rate of e-h pairs[20]. Also, the as 

synthesized MAA capped MoS2 QDs show 

bright blue color when seen using UV lamp with 

365 nm wavelength light, while they reflect light 

greenish color when observed with daylight. 

When as synthesized QDs are excited with 

different excitation wavelengths (300 nm- 330 

nm) as shown in Figure 2(c), the emission 

spectra show a slight shift in the emission peak 

of ~ 2-3 nm. This excitation dependent emission 

spectrum is due to the polydisperse nature of the 

QDs[21].  Zeta potential was measured to know 

Figure 2: (a) Absorption and emission spectra (b) excitation spectra (inset shows the tauc 

plot) and (c) excitation dependent emission spectra of MAA capped MoS2 QDs. 
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the colloidal stability of MAA capped MoS2 

QDs in aqueous media. Zeta potential was found 

to be -31.2 mV. The results suggest that 

synthesized QDs are highly stable in aqueous 

media.  

Sensing of Quercetin: To explore the 

luminescence properties of QDs towards the 

detection of Quercetin, we have done the 

fluorescence titration experiment. For sensing 

experiment, we have diluted 100 µL QDs in 3 

mL solvent and then different concentration of 

Quercetin (1µM-100µM) are added to it. All the 

samples are incubated for 10 minutes so that 

MoS2 QDs-Quercetin complex can completely 

react with an effective reduction in emission 

intensity. The excitation wavelength for all the 

samples is set to be 310 nm. From the emission 

spectra, it has been observed that there is 

quenching in the PL of QDs after adding 

Quercetin. The Quenching of QDs i.e., reduction 

in the emission intensity as the concentration of 

Quercetin increases from 1µM - 100µM. The 

fluorescence quenching efficiency is analyzed 

using Stern-Volmer equation[22]: 

𝐹𝑜 − 𝐹

𝐹𝑜
= 𝐾𝑆−𝑉[𝑄] + 1 

Where Fo and F are the emission intensities of 

QDs in the absence and presence of Quercetin 

respectively. [Q] is the molar concentration of 

Quercetin and KS-V is the quenching constant.  

The quenching of emission of QDs may result 

from the strong complex formation between 

MoS2 QDs and Quercetin. The formed complex 

Quercetin-MoS2QDs might prevent the non-

radiative electron to hole transfer and enhances 

the release of decreasing recombinant 

fluorescence, resulting in reduction of 

concentration of fluorescent molecule. It was 

observed that PL quenching was linear when the 

concentration of quencher was low i.e. till 

40µM, while the linearity disrupts when 

concentration increases from 60- 100 µM. 

Notably when the concentration of Quercetin 

reaches to 100 µM, the emission intensity of the 

MoS2 QDs quenches almost completely. The 

sensitivity of the fluorescent probe calculated 

using the slope from Figure 3(b) is  1.97 ×
104𝑀−1, which is good for sensing quercetin.  

 

4. Conclusions: In the present manuscript water 

soluble MAA capped MoS2 QDs are synthesized 

using one pot hydrothermal method. The 

prepared QDs shows high intensity PL emission 

at 380 nm with excitation wavelength 310 nm. 

The as prepared MoS2 QDs shows the excitation 

dependent PL spectra because of the 

polydispersity of the synthesized QDs. FTIR 

confirms the functionalization of MoS2 QDs 

Figure 3: (a) PL spectra (λexc= 310 nm) of MAA encapsulated MoS2 QDs in the presence of 

variable concentration of Quercetin (0-100 µM) and (b) Plot showing the relative 

fluorescence intensity (Fo-F/Fo) νs the concentration of analyte Quercetin. 
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with mecrcaptoacetic acid successfully. The as 

prepared MAA encapsulated QDs exhibit 

spherical morphology with size 4-6.5 nm with 

intense blue emission. The high negative zeta 

potential confirms the colloidal stability of QDs 

in aqueous media. The fluorescence results and 

stability of synthesized MAA encapsulated 

MoS2 QDs show that they can be further utilized 

as fluorescent tag for biomedical applications. 

We have utilized MoS2 QDs as fluorophore for 

the sensitive sensing of Quercetin in aqueous 

medium with sensitivity of 1.97 × 104𝑀−1. 
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Abstract: Leachate from open dumping sites is found to be a major threat towards carcinogenic 

chemical footprint. The present study was conducted to evaluate the supply of various chemicals 

from electronic and battery (E&B) waste in dumping sites. Various types of E&B waste from 

household sources are regularly mixed with municipal solid waste (MSW). This study reports the 

presence of various types of primary and secondary pollutants in MSW from E&B waste.  The 

major organic compounds found in the leachate were various phthalates, pyrrolidone and 

succinimide derivatives which may be due to the presence of e-toys and battery waste in the 

landfill. Intrusion of leachate containing these toxic compounds into river and groundwater 

systems leads to health implications like reproductive and developmental disorders, endocrine 

disruption and even cancer. It is concluded that a proper E&B waste management is necessary to 

ensure human and ecological health. 

Introduction: Electronic toys and batteries 

(E&B) are commonly used in every household 

and due to some bad practices and limitations in 

the municipal segregation system, dumped in 

municipal solid waste (MSW).  E&B waste 

contains a variety of organic and inorganic 

pollutants, causing various health implications 

(Table 1) like carcinogenesis, reproductive and 

developmental disorders, mutagens, endocrine 

disruptors, neurotoxins, etc. This position is 

made worse in case of open dumping in the hilly 

regions, where leachate from open dumps is 

carried by various seasonal rivers and ultimately 

supplies various contaminants to the river and 

groundwater bodies [1].  

E&B waste has been reported to be a cause of 

many disorders like childhood lymphoma [2], 

neurotoxicity [3], bioaccumulation [4], possible 

respiratory disorders [5], etc. E&B waste 

contains various POPs, PCBs, PBDEs, PAHs, 

heavy metals, toxic additives, etc. which are 

detrimental for environmental and public health 

[6,7]. E&B is responsible behind the leaching of 

inorganic contaminants like heavy metals such 

as Pb, Cr, Mn, Fe, Co, Ni, Cu, and Cd [8], and 

organic contaminants like phthalates [9], etc. 

The above pollutants may increase the risk of 

cancer to mankind if not managed properly 

[10,11]. E-waste contains 
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Table 1: Toxic substances present in E&B waste 

 
 

Toxic substance Presence in e-waste Health impacts 

As LEDs, solar cells, photovoltaic devices, trace 

contaminant or impurity in components like 

semiconductors, circuit boards, displays 

Carcinogen, skin lesions, cardiovascular 

diseases, respiratory problems, neurological 

disorders 

Azo dyes E-toys Mutagenic, toxic 

Ba CRTs, X-ray tubes, semiconductors, ceramic 

capacitors 

Gastrointestinal effects, cardiovascular 

effects, respiratory effects, neurological effects, 

renal effects, developmental effects 

Be Beryllium-copper alloys, connectors, springs, 

switches, and electrical contacts, X-ray windows and 

detectors, beryllium oxide (BeO) ceramics, electrical 

insulation, beryllium-aluminum alloys, semiconductors, 

microelectronic packaging 

Carcinogen, acute and chronic beryllium 

diseases, skin sensitization 

Bisphenol A Plastic casings, e-toys, epoxy resins, PCBs, cables, 

wiring 

Endocrine disruptor, immuno-suppressant 

downregulate antioxidant genes, genotoxic, 

cytotoxic 

 

Cd Ni-cad batteries used in cordless power tools, 

camcorders, household appliances,etc., conductors in 

electronics, pigments in paints and coatings, stabilizers 

in plastics, electroplating of steel, iron, and copper 

Kidney damage, bone damage, respiratory 

effects, carcinogenic, cardiovascular effect, 

reproductive and developmental effect 

Co Lithium-ion batteries, magnets, alloys, plating, 

semiconductors 

Carcinogenic, reproductive and 

developmental effects, respiratory effects 

(irritation, coughing, wheezing, shortness of 

breath, and chest tightness), skin irritation, 

cardiovascular effects, hematological effects, 

neurological effects,thyroid dysfunction 

Cr HDD, chromium plating, sensors and detectors Respiratory Effects, skin irritation, cancer 

risk, systemic toxicity 

Cu Excellent electrical conductivity and corrosion 

resistance, used in PCBs, wiring and cables, connectors 

and terminals, coils and inductors, electomangentic 

shielding 

Gastrointestinal distress, liver damage, 

neurological effects, kidney damage, hemolytic 

anemia, hepatic encephalopathy 

Fe Structural component, wiring, connectors, 

transformers inductors, magnet, storage media, for 

thermal management 

Gastrointestinal symptoms (like nausea, 

vomiting, abdominal pain, and diarrhea) , 

organ damage, hemochromatosis, iron 

poisoning, hemolytic anemia 

Flame retardants 

(BFR) 

E-toys, plastic casings, PCBs, cables, wiring Endocrine, neurological, reproductive, 

immune and cardiovascular systems 

Hg CFLs, batteries, thermostats, electrical switches and 

relays 

Neurological effects, cardiovascular 

effects, renal effects, developmental effects, 

reproductive effects, immune system effects, 

dermatological effects 

Li Li-ion batteries, ceramics and glasses production for 

electronic displays, touch screens, and other electronic 

components 

Gastrointestinal Symptoms, neurological 

effects, cardiovascular effects, renal effects, 

thyroid dysfunction, interference with nucleic 

acids synthesis 

Mn Magnets, ceramics, semiconductors, batteries, 

capacitors, plating and surface treatments 

Behavioral and cognitive effects, 

neurological effects, reproductive and 
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developmental effects, respiratory effects, 

hepatic effects, cardiovascular effects, 

impaired iron absorption 

Ni Batteries (Ni-Cd, NiMH, LIB), electroplating, 

magnetic alloys, connectors and terminals, PCBs, 

Thermal Conductors 

Carcinogenic, allergic contact dermatitis, 

asthma, lung damage, systemic effects, 

reproductive and developmental effects, 

hypersensitivity reactions 

N-methyl-2-

pyrrolidone 

Lithium-ion batteries, paint and coatings Irritant (skin, eyes, respiratory system), 

potentially carcinogenic, affect CNS, 

reproductive toxicity, developmental toxicity, 

hepatotoxic, nephrotoxic 

PAHs Plastics, coatings and adhesives, rubber, combustion 

byproduct 

Alters immunological responses, diarrhea, 

inflammation, affected the intestinal 

epithelium, transformation of microfold cell 

(M cell), carcinogenic risk, respiratory effects, 

cardiovascular effects, reproductive and 

developmental effects, immune system effects, 

neurological effects,  skin effects 

Pb Soldering electronic components, lead acid 

batteries, paint, PCBs, CRTs, lead weights in electronics 

Neurological effects, developmental 

effects, hematological effects, renal effects, 

cardiovascular effects, gastrointestinal effects, 

reproductive effects, skeletal effects 

PBDEs 

(Polybrominated 

diphenyl ethers) 

PCBs, plastic casings, connectors and components, 

cables and wiring 

Carcinogen, neurotoxin, reproductive 

toxin, endocrine disruptor, developmental 

toxin, effects on immune system 

PCBs 

(Polychlorinated 

Biphenyls) 

Capacitors, transformers, insulating fluids, flame 

retardants 

Carcinogenic, neurotoxic, reproductive 

toxin, endocrine disruption, immune system 

effects, lung damage 

Phthalates E-toys, cables, wiring, plastic casings and housings, 

packaging materials, adhesives, sealants 

Reproductive and developmental 

disorders, endocrine disruption, liver damage, 

kidney damage, metabolic disorders, 

neurotoxicity, asthma, allergies 

 

PVC Insulation, wiring, cable conduits and ducts, 

electronic enclosures, housings, PCBs, antistatic 

packaging, heat shrink tubing, seals, gaskets 

Brain cancer, hormonal imbalances, 

reproductive and developmental problems, 

allergies in children, hardening of connective 

tissue throughout the body 

Se Photovoltaic cells, photocopying, printing, 

rectifiers, semiconductors, photovoltaic detectors, X-ray 

imaging 

Selenosis, cancer risk, gastrointestinal 

disturbances, skin and hair problems, 

neurological symptoms, respiratory distress, 

hypersensitivity reactions, impaired thyroid 

function 

 

Styrene 

butadiene rubber 

Lithium-ion batteries, adhesives, sealants, rubber 

components, cable insulation, protective coatings 

Irritant (skin, eyes, respiratory system), 

potentially carcinogenic, adverse reproductive 

and developmental effects 

REE Permanent magnets, fluorescent lighting, led 

lighting, catalysts, glass and ceramics, batteries (Ni-MH, 

EV-LIBs) 

Radioactive contamination, 

gastrointestinal disorders, organ damage, 

developmental abnormalities 
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over 1000 potentially toxic substances which are 

of serious environmental and public health 

concern when disposed [6]. E-waste has been 

recognised as the major component of MSW 

lately [6]. India is receiving scrap gadgets from 

western nations13 and stood fourth in global e-

waste generation [12]. Supplementary to the 

generation rate, India also receives scrap gadgets 

from western nations [13]. 

E&B waste recycling is quite challenging 

due to complex dismantling and structure, 

heterogeneity of waste, material diversity, 

resource recovery challenges, collection and 

sorting challenges, lack of proper infrastructure, 

limited public awareness and involvement, etc. 

[12,14]. Exposure to the e-waste toxins regularly 

result in poor health and unsafe environment for 

the workers.   Various studies confirm that the 

indigestion, inhalation and dermal contact with 

these toxins during E&B waste handling by the 

informal sector gives rise to occupational 

hazards which include cellular toxicity by heavy 

metals, DNA mutations, tumorigenesis, 

impaired cognition in children, asthma, lung 

dysfunction, immune dysfunction, altered cell 

expression, liver and kidney damage, cancer, 

etc. Generation of E&B waste is increasing day 

by day, hence investigation on the health and 

environmental effects of E&B waste is the need 

of the hour. This paper reports various pollutants 

from the above type of waste with a policy 

recommendation so that a proper 3R (reduce, 

reuse and recycle) can be developed with 

requisite government partnership. 

Material and methods: Samples of leachate 

were collected from Kangra open landfill site. 

Kangra is a municipality situated in Kangra 

district in the Indian state of Himachal Pradesh. 

It is located at  32°06′11″N 76°16′24″E. The 

landfill site is situated at a height from where 

precipitation mixes with the leachate and carries 

the contaminants downhill to the seasonal rivers.  

Leachate samples were collected, stored in 

cooler boxes at 4°C and analyzed within 24 

hours. pH, Electrical Conductivity (EC), 

Ultraviolet-Visible (UV-Vis) and Fourier 

Transform InfraRed (FTIR) analysis were 

performed. pH was calculate using a digital pH 

meter and EC by using CDM210 conductivity 

meter. UV-Vis analysis was done using a 

UDB650 red tide spectrometer with a 

wavelength range between 200-800 nm. FTIR 

spectrometry was performed using Bruker alpha 

instrument with an absorption band ranging 

between 400 to 4000 cm-1. For UV-Vis analysis, 

sample dilution was performed with Type-1 

water. Samples with 10, 50, 100, 500 and 1000 

times dilution were analyzed and best result was 

obtained at 100 times dilution. 

Results and discussion: pH of the leachate 

samples ranged from 7.5-8.5 and EC readings 

were between 4.5-8 mS cm-1. UV-Vis analysis 

showed an absorbance range between 200-300 

nm while FTIR showed absorbance bands 

between 3500-2800 and 1750-700 cm-1. The 

result confirmed the presence of CH aromatic 

group, C=O group, C=C group, CH aliphatic 

bending group, O-H group, C-N bond in the 

leachate samples [15]. Evidence of a variety of 

possible compounds were found, among them, 

presence of various phthalates and pyrrolidone 

derivatives in the samples were selected to 

depict the source of the contaminants in the 

leachate to the presence of e-toys and battery 

waste in the landfill. These compounds also 

show their presence in other e-wastes like circuit 

boards, semiconductors, insulating materials, 

cable insulation, gaskets, seals, wiring, etc.  

Compounds found in the leachate reasonably 

consist of phthalic acid derivatives which can be 

identified by the presence of UV and IR peaks 

around 225-228 nm and 3000, 1750 and 1300 

cm-1 [16] respectively (Figure 1 and 2), 

suspected for the presence of phthalates in the 

leachate. Phthalates are widely used in a variety 

of plastic products as plasticizers and can cause 

reproductive and developmental disorders, 

endocrine disruption, liver damage, kidney 

damage, metabolic disorders, neurotoxicity, 

https://www.bing.com/ck/a?!&&p=ae2dbbd556eb2626JmltdHM9MTcxMDI4ODAwMCZpZ3VpZD0wNmQ0MzNmZC1mMjA5LTYwMDgtMGM0Ny0yMDM0ZjM3OTYxNTAmaW5zaWQ9NTUwMA&ptn=3&ver=2&hsh=3&fclid=06d433fd-f209-6008-0c47-2034f3796150&u=a1L3NlYXJjaD9xPUthbmdyYSUyYytIaW1hY2hhbCtQcmFkZXNoJkZPUk09U05BUFNUJmZpbHRlcnM9c2lkOiI4ZGE5YjNkYy0wNDljLWZjMWQtMDc4MC0yMjkzOTYxYTc0NDki&ntb=1
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asthma, allergies, etc. These readily leach into 

the water systems and show common occurrence 

in wastewater, landfill leachates and 

groundwater. The source of these compounds in 

the leachate was traced to the possible presence 

of e-toys in the waste site. 

Compounds succinimide and pyrrolidones 

derivatives in the leachate can be identified due 

to the presence of characteristic UV-Vis bands 

below 450 nm [17] and in the leachate sample 

identifies, between 230-240 nm and IR 

absorption bands around 1700, 1300-1400 cm-1 

[18] (Figure 1 and 2). N-methyl pyrrolidone 

(NMP) is used as a solvent in paints and 

electronics industry. It is also used as a solvent 

in lithium-ion batteries (LIB). NMP is an 

irritant, potentially carcinogenic, reproductive 

toxin, developmental toxin, hepatotoxin, 

nephrotoxin and affects the CNS. The source of 

pyrrolidones in the leachate was traced to the 

possible presence of LIB waste in the dumping 

site. 

Policy recommendation: Although the e-waste 

and battery waste management rules of India 

include aspects for the solution of E&B waste 

problems like the development of inventory by 

record maintenance at the end of every 

manufacturer, producer, refurbisher and 

recycler, collection of e-waste, labor safety 

monitoring, encouragement to put up facilities, 

public awareness and EPR, the rules require 

more stringent measures for their proper 

implementation as a lot of work is still lacking.  

Despite the E-waste management rules, which 

support recyclers and refurbishers, the number 

of registered recyclers are still very less. There 

are a total of 569 registered recyclers nation-

wide as on 08-06-2023 as reported by the CPCB. 

This task will only work through a stronger 

partnership with the informal sector as they have 

a widespread network and have an easier 

channel for collection. Besides, 90% of 

collection and 70% of recycling is handled by 

them [19]. Consumer engagement in proper 

E&B waste management is also very less due to 

the lack of  awareness.  

Figure 1: UV-Vis absorbance vs wavelength graph of leachate sample (A) at 100 times dilution; (B) at 500 times dilution 

Figure 2: FTIR analysis of leachate samples A, B 

and C 

(A) (B) 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/landfill-leachate
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The government should provide policy 

incentives and awareness campaigns to promote 

effective management of E&B waste among the 

public. E&B waste often ends up in disposal 

sites without undergoing crucial treatment and is 

disposed off on open land without proper safety 

or environmental controls in the small towns. 

Additionally, burning E&B waste in open areas 

is also an issue of concern as it releases many 

toxic formulations, which are of concern to 

human health. To address these issues, it is 

essential to implement management rules for 

waste collection through segregation, transport, 

processing, treatment, and disposal procedures 

more stringently. The government should 

engage with local people and stakeholders 

respectfully and collaboratively to consider their 

participation and the role of communities in the 

waste management phenomenon. However, 

inadequate infrastructure for proper disposal 

sites, lack of adequate disposal facilities, and 

lack of skilled man workpower in India, makes 

this process very tedious. Therefore, State 

governments must strengthen town planning 

commissions, municipal corporations, and 

Nagar Panchayats to improve waste 

management practices (Figure 3). They should 

also continuously evaluate the waste 

management mechanisms employed at regional 

scales by the concerned authorities.  

Conclusion: This study was conducted to detect 

the sources of various toxic compounds present 

in the leachate of an open dumping site. The 

analysis of compounds showed their possible 

source to be from e-toys and battery waste which 

was mixed with other solid waste. Compounds 

found in the leachate are detrimental to human 

health and ecological health and most of them 

are possible carcinogens. Proper awareness, 

management and disposal of E&B waste is 

hence necessary, considering their toxic nature. 

Public awareness and participation in WEEE 

waste is also required. 
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Abstract: This article investigates the design of antennas fed by coplanar waveguide (CPW) 

utilizing different substrate materials and techniques. The article illustrates the impact of several 

materials such as FR-4, Rogers, Arlon, etc on electrical properties such as impedance bandwidth 

(IBW), reflection coefficient (|S11|), and gain. The article also examines the effects of design 

approaches such as including stubs, slots, arrays, etc on antenna |S11| parameters. The resonance 

frequencies (fr) of the suggested antennas may be modified by manipulating the electrical 

dimension, the dielectric constant of the substrate materials, and their respective thicknesses. The 

structure of the Flame-Retardant fiberglass epoxy (FR-4) proposed antenna covers an operating 

frequency range of 3.3 to 10.1 GHz. It can operate at six distinct frequency bands, making it 

appropriate for applications including C-band (4-8 GHz), X-band (8-12 GHz), 5G (3.5-6.0 GHz), 

and 6G (7-20 GHz). The antenna designed and simulated using computer simulation software 

(CST) electromagnetic simulator. 

 

Keywords: Substrate Material, FR-4, Rogers RT5880, Arlon AD600, CPW-fed 

 

1. Introduction: Antennas are essential for 

wireless communication systems. Demand for 

affordable, flexible, low-profile, and small 

broadband antennas has grown rapidly in the 

past two decades. Multiple antennas are 

required for transceiver services, but it's 

challenging to incorporate them into a single 

mobile device due to size constraints. 

Communication technologies must be 

carefully kept apart. A multi-band circularly 

polarized (CP) antenna is needed to overcome 

this limitation. It is used to make independent 

data transmission and reception, remove 

fading or multipath shortcomings, tolerate 

adverse weather conditions, achieve accurate 

polarization between antennas, and has proven 

to be highly robust in varied electromagnetic 

environments. The advantage of this approach 

is its simplicity, which allows it to be easily 

redesigned for multiple frequency bands. The 

redesign technique is simple, requiring simply 

a recalculation of the chosen physical 

dimensions followed by electromagnetic-

based parameter modification. The slot 

antennas with a coplanar waveguide feed 

increase bandwidth and reduce antenna size. 

CPW feed offers wideband, high impedance 

bandwidth, reduced radiation loss, and ease of 

integration with active elements. To cover 

radio frequency identification (RFID), global 

navigation satellite system (GNSS), wireless 

local area network (WLAN), and worldwide 

interoperability for microwave access 

(WiMAX) frequency ranges of interest, a 

wideband compact CPW-fed circularly 

polarized antenna is provided [1-6].  
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A large axial ratio bandwidth (ARBW) is 

achieved by coupling three CP modes together 

with an asymmetric CPW structure [7]. The 

modified coplanar ground plane to accomplish 

dual operating bands that include S-Band, C-

Band, WiMAX, WLAN, 4th generation 

mobile network (4G), 5th generation mobile 

network (5G), ultra-wideband (UWB), and X-

band communications. A CPW-fed UWB 

flexible composite antenna is used for wireless 

personal area network (WPAN) applications. 

The CPW-fed antennas on high-permittivity 

substrates are designed to achieve high gain for 

industrial, scientific, and medical (ISM) 

applications. The antenna array showed good 

impedance matching when tested in conformal 

conditions and has the potential for wearable 

applications [8-10].  

CPW-fed antennas are suitable for various 

wireless applications, including 5G, and can be 

optimized for 6G by achieving the desired 

gain, directivity, efficiency, and bandwidth. 

Design techniques like defected ground 

structure (DGS), frequency selective surface 

(FSS), Metamaterials, arrays, and multiple-

input-multiple-output (MIMO), can further 

improve these characteristics. This article will 

explore parametric studies using different 

design techniques with various substrate 

materials and appropriate thicknesses to 

optimize the antennas for several radio 

frequency (RF) and wireless application. A 

dielectric material is very important for the 

operating frequency range. The thicker 

substrate with lower dielectric constants 

carries more efficiency and a wider impedance 

bandwidth but results in a larger antenna. 

Hence, high-dielectric constant substrate 

techniques to allow appropriately small 

antenna sizes have been analyzed for RF and 

microwave applications. The different types of 

substrate materials and their properties are 

tabulated in Table 1. The resonance 

frequencies are dependent on the substrate 

area, thickness, and dielectric constant. 

Fundamental resonance frequencies are moved 

towards the low-frequency band at a higher 

dielectric constant with low substrate 

thickness. Thus, substrates with the high 

dielectric constants ensure the antenna 

miniaturization [11-14].  

This article reviews various design techniques 

for CPW-fed antennas, focusing on substrate 

materials and their thickness. The article is 

presented in four sections. In section 2, 

comparative studies and design techniques 

have been discussed. In section 3, the proposed 

work and in section 4, comparative outcomes 

are given. 

 

Table 1: Properties of substrate materials 

Material 
Dielectric 
Constant  

(𝜺𝒓) 

Loss Tangent 
(tan𝛿) 

Specific Heat 
(J/g. K) 

Thermal 
Conductivity 

(W/mK) 

Moisture 
Absorption 

(%) 

Surface 
Resistivity 

(MΩ) 

Silicon  11.9 0.0010 1.01 100-150 0.02 - 

Polyethylene Tere 
-phthalate (PET) 

1.80 0.0005 1.17 0.256 - - 

Taconic CER-10 10.0 0.0035 - 0.63 0.02 1.1×109 

Arlon 3.20 0.0038 0.90 0.24 0.06 1.6×109 

Rogers RT/Duroid 
5880 

2.20 0.0009 0.96 0.71 - 3×107 

Rogers RT/Duroid 
RO3006 

6.15 0.0020 0.86 0.61 0.02 1×105 

Rogers RT/Duroid 
RO4003 

3.38 0.0027 0.93 0.64 0.04 4.2×109 

FR-4 4.2 - 4.6 0.0200 0.95 0.16 0.25 4×106 
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2. Comparative Study and Design 

Techniques: The selection of design 

techniques and selecting a suitable antenna is 

crucial for RF system performance, including 

bandwidth and communication range. 

Researchers have proposed various techniques 

[1-14] to increase antenna bandwidth and gain, 

and reduce the size of the antenna. These 

methods modify parameters like bandwidth, 

gain, directivity, efficiency, and impedance 

bandwidth, allowing antennas to work in 

various applications like RFID, WLAN, Wi-

Fi, Wi-Max, WPAN, ISM, IMT bands, GNSS, 

S-band, C-band, X-band, Ku, Ka-band, 5G, 

high-performance radio local area network 

(HiperLAN), unlicensed national information 

infrastructure (U-NII), and work in multiple 

bands simultaneously. It also shows the 

applicability of antennas to work in multiple 

bands at the same time. This paper introduces 

mathematical modeling for antenna design, 

focusing on determining dimensions and 

optimizing performance. Geometries enhance 

parameters like return loss, bandwidth, gain, 

and radiation pattern. The antenna's size is 

crucial for wideband purposes, with resonant 

frequency, radiation pattern, and input 

impedance controlled by patch length and 

width. Basic calculations for antenna 

dimensions are provided using formulae [3]. 

The L and W of the patch antenna can be 

calculated by using the equations (1–5). 

 
2.1. Calculation of the width (W) 

𝑊 =
1

2𝑓𝑟√𝜇0𝜀0
√

2

1+𝜀𝑟
           (1) 

 

𝑊 =
𝑐

2𝑓𝑟
√

2

1+𝜀𝑟
           (2) 

 

where, 𝑐 =
1

√𝜇0𝜀0
 is the velocity of light in the 

free space, μ0 is the permeability of free space, 

ε0 is the permittivity of free space, εr is the 

relative permittivity of the substrate, and fr is 

the resonant frequency. 
 

2.2. Actual length of the patch (L) 

 

𝐿 = 𝐿𝑒𝑓𝑓 − 2𝛥𝐿      (3) 

 

𝐿 =
1

2𝑓𝑟√𝜇0𝜀0√𝜀𝑟𝑒𝑓𝑓
− 2𝛥𝐿        (4) 

 

𝐿 =
𝑐

2𝑓𝑟√𝜀𝑟𝑒𝑓𝑓
− 2𝛥𝐿      (5) 

where, ΔL is the incremental length due to 

Fringing field, and εreff is the relative effective 

dielectric constant. The effective dielectric 

constant can be calculated by using the 

equation (6), and the effective length (Leff) can 

be calculated using equation (7). 

 

𝜀𝑟𝑒𝑓𝑓 =
𝜀𝑟+1

2
+

𝜀𝑟−1

2
(

1

√1+
12ℎ

𝑤

)           (6) 

  

          𝐿𝑒𝑓𝑓 =
𝑐

2𝑓𝑟√𝜀𝑟𝑒𝑓𝑓
                              (7)

   

2.3. Effects of adding stubs, slots, strips, 

cutting corners, and arrays: Recent ultra-

wideband antenna structure designs have used 

various techniques to achieve CP radiation on 

a microstrip antenna, as seen in Table 2. These 

approaches include cutting corners, slot-

loading, branch line loading, adding slits, arcs, 

asymmetrical feeding, arrays, spiral stubs, and 

so on. These approaches permit CP radiation, 

efficient impedance matching, and effective 

gain across a wider frequency range, with 

potential biomedical, wearable, and industrial 

applications.
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Table 2. Summary of comparative performance of referred CPW-Fed antennas with various 

substrate materials 

Antenna 
Design 

Techniques 

Antenna 
Structure 

Antenna 
Area  

(mm2) 

Substrate 
Material (𝜺𝟎) 

IBW (%)  
(at > -10dB) 

Peak Gain 
(dBi) 

Applications  Ref. 

Annular Ring 

Slot, Cutting 

corner, Slot 

loading  

25 ×24 
FR4 

(4.4) 
56.27% 3.7-4.6 UWB [1]  

L-shaped 

Strip 

 

35×22.5 

Rogers 

RO4003C 

(3.38) 

89% 3.3 

Wideband 

(3.2-8.4 GHz) 

 

[2]  

Square Ring 

slits, Cross 

shaped 

tuning stub 
 

50×50 
FR4 

(4.4) 
91.12% 5.7 

WLAN, 

WiMAX, 

IMT 

[3] 

Inverted L-

shaped strip, 

square slot  

26×26 

Rogers 

Duroid 

RT5880 

(2.2) 

104% 3.4-4.4 C-Band [4] 

Square slot, 

spiral stub  
20×30 

FR4 

(4.4) 
38.89% 3.5 5G Network [5] 

Asymmetrical 

rectangle 

slots  

88×89.9 

Rogers 

RO3006 

(6.5) 

129.5% 5.0 

RFID, WLAN, 

Wi-MAX, 

GNSS 

[6] 

L-shaped 

strip 
 

60×80 FR4(4.4) 100% 3.7 Sub-6 band [7] 

Inverted L-

shaped strip 
 

24.5×20 FR4(4.6) - 4.33-4.80 

Wi-MAX, 

WLAN, 

4G/5G, 

X-band 

[8] 

L -shaped 

Stubs 
 

50×50 Rogers (2.2) 95% 10.2 IMT, GSM [9] 

Rectangular 

patches 

 

27.2×26.4 
Jute  

(2.36) 
101.3% 2.0 WPAN [10] 



  CNS&E Journal Volume 1 (3), May 2024 
 
 

215 
 

Top layer: 

Inverted 

Patch, 

Bottom 

layer: CPW-

fed and 

ground plane 

 

4×2.83/ 

 

4.4×2.6 

Taconic  

CER (10)/ 

 

Silicon (11.9) 

- 6 
ISM 24-GHz 

band 
[11] 

Inverted 

E-shaped 

monopole 
 

490 
Ceramic 

(8.5) 
60.45% 4.4 

ISM, 

HIPERLAN, 

UNII and 

WiMAX  

[12] 

Arrays 

 

280×192 

Polyethylene 

Terephthalate 

(PET)  

(1.8) 

- 10 ISM [13] 

Split-ring 

resonator 

(NB-SRR), 

MIMO 

antenna 

 
47.4 × 31.7 FR4(4.4) 

30.10%, 

8.83% 
5 

Sub-6 GHz 

5G 
[14] 

Rectangular 

patch with 

circular slits 
 

32×32 FR4(4.3) 

5.73%, 4%, 

17.9%,18.2%

,9.2%,6.3% 

2.8 
5G, C-Band, 

X-Band 
Proposed 
Antenna 

 

3. Antenna Design: In this section, the work 

examines the characteristics of three antennas: 

Antenna-1 focuses on the impact of dielectric 

substrate materials on patch antenna design 

based on three materials (Rogers RT5880, FR-

4, and Arlon AD600) with permittivity values 

of 2.2, 4.3, and 6.15 and substrate thickness of 

1.6 mm as shown in Figure 1(b). Antenna-2 

shown in Figure 1(c) is based on FR-4 

substrate material with a permittivity value of 

4.3 and substrate thickness values of 1.30 mm, 

1.60 mm, and 2 mm, respectively, for 

analyzing the |S11| parameter. The CPW-Fed 

antenna is shown in figure 1(d). The antenna 

dimensions for antenna-1, 2, and antenna-3 is 

32×32mm2. The structural design parameters 

of patch are shown in figure 1(a). The proposed 

work aims to understand the effects of these 

substrate materials and thicknesses on antenna 

performance metrics, particularly resonant 

frequencies, which are essential for optimal 

antenna operation. The antennas are designed 

for the efficient transmission and reception of 

high-frequency electromagnetic waves.  

 

                        

(a)                                          (b)     

         

                       (c)                                   (d) 

Fig.1: Structure of antennas: (a) Structural design 

parameter of patch, (b) Antenna-1 (with 2-slits), (c) 



  CNS&E Journal Volume 1 (3), May 2024 
 
 

216 
 

Antenna-2 (with 4-slits), and (d) Antenna-3 (4-slits 

with CPW-Fed)  

 

 

 

 

 

Table 3. Optimal structural design parameter 

list of proposed Antenna-3 

Design  
Parameter 

Values 
(mm) 

Description 

h 2.00 Substrate Thickness 

W 27.21 Radiating Stub Width 

L 20.00 Radiating Stub Length 

Si 3.61 Insert Length of Feed 
Line 

Sg 1.20 Insert Feed Gap 

Lf 8.24 Feed Line Length 

Wf 3.00 Feed Line Width 

R 1.00 Circular slit radius 

 

3.1. Performance of Antenna-1 with various 

substrate materials: The performance of the 

proposed antennas utilizing various materials 

is comprehensively analyzed. The simulation 

results for Antenna-1 laminated with 

RT/Duroid, FR-4, and Arlon (see Figure 2) are 

depicted in Table 4. The simulation results for 

Antenna-1, as depicted in Figure 2, reveal 

resonant frequencies (fr) for Roger RT5880, 

6.75 GHz at −20 dB and 9.80 GHz at −20 dB 

for dual band application. For FR-4 laminated 

Antenna-1, the resonance frequencies are 4.95 

GHz at −45 dB, 7.20 GHz at −12 dB, 8.85 GHz 

at −26 dB, and 9.90 GHz at -31 dB obtained 

for quad-band applications. Similarly, in the 

case of Arlon laminated Antenna-1, the 

resonance frequencies (fr) are 4.15 GHz at -28 

dB and 7.25 GHz at -21 dB for dual-band 

applications. Here, the FR-4 based substrate 

(Antenna-1) provides quad bands in 

comparison to other substrates. For this 

structure, the FR-4 dielectric material is 

appropriate with proper impedance matching, 

as illustrated in Figure 2. 

 

       Fig. 2: Optimized reflection coefficient |S11| Parameter: Antenna-1 based on different substrate 

materials. 

Table 4. Performance comparison of proposed Antenna-1 with various substrate materials 

Antenna Design 
Technique 

Substrate 
Material 

(εr) 

Substrate 
Thickness 
(h, mm) 

Resonating Frequencies (fN), GHz 

fN1 

(−dB) 
fN2 

(−dB) 
fN3 

(−dB) 
fN4 

(−dB) 
Frequency Bands 
(|S11| ≤−10 dB) 

Two circular 
strips on the 

radiating stub 

Roger RT5880  
(2.2) 

1.6 
6.75 
(20) 

9.80 
(20) 

- - 2 

FR-4 
Glass/Epoxy  

1.6 
4.95 
(45) 

7.20 
(12) 

8.85 
(26) 

9.90 
(31) 

4 
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(4.3) 

Arlon  
AD600  
(6.15) 

1.6 
4.15 
(28) 

7.25 
(21) 

- - 2 

3.2. Performance of Antenna-3 (proposed) 

with various substrate thicknesses: The 

impact of substrate material (FR4) and their 

respective thicknesses on antenna 

performance, specifically |S11| parameters, is 

thoroughly examined in this section. The 

selection of FR-4 in antenna-2 is based on the 

highest number of bands it provides in 

comparison to Rogers RT5800 and Arlon 

AD600 given in Table 4. The findings for 

antenna-3 are illustrated in Figure 3, providing 

valuable insights into how resonance 

frequencies are influenced by substrate 

thickness and dielectric constant. By analyzing 

the |S11| parameters across different substrate 

materials and thicknesses, a comprehensive 

understanding of their effects on antenna 

performance is gained. The simulation result 

revealing resonant frequencies (fr) at 

thicknesses of substrate 1.30, 1.60, and 2 mm 

is shown in Table 5. This proposed work 

(Antenna-3) offers multi-operating resonance 

frequencies (fr) for substrate thickness 1.30 

mm at 3.51 GHz (3.46-3.60 GHz), 5.20 GHz 

(5.10-5.24 GHz), 6.60 GHz (6.51-6.81), 9.10 

GHz (8.70-9.20), and 9.85 GHz (9.65-10.05). 

For substrate thickness 1.60 mm, at 3.50 GHz 

(3.44-3.58 GHz), 5.10 GHz (5.04-5.17 GHz), 

6.55 GHz (6.48-6.77), 8.70 GHz (8.60-9.20), 

and 9.65 GHz (9.50-9.90). Similarly for 

substrate thickness 2 mm, at 3.49 GHz (3.38-

3.59 GHz), 4.95 GHz (4.89-5.10 GHz), 6.36 

GHz (5.84-6.99), 7.70 GHz (7.01-8.43), 9 GHz 

(8.49-9.28), and 9.95 GHz (9.50-10.13). 

Optimized results for antenna-2 (without 

CPW-Fed) and antenna-3(with CPW-Fed) at 

the thickness h=2 mm, is shown in figure 4. 

The results for antenna-2 at 3.48 GHz (3.37-

3.56 GHz), 5.20 GHz (5.03-5.19 GHz), 6.65 

GHz (6.22-7.01), 7.35 GHz (7.15-7.55), and 

9.55 GHz (9.39-9.79). The result for antenna-

3 (with CPW-Fed) on substrate thickness 2 

mm, at 3.49 GHz (3.39-3.59 GHz), 4.99 GHz 

(4.89-5.09 GHz), 6.42 GHz (5.85-7.00), 7.73 

GHz (7.03-8.44), 8.88 GHz (8.47-9.29), and 

9.81 GHz (9.50-10.12). Here the advantage of 

using CPW-Fed (antenna-3) is that there is a 

considerable increase in the bandwidth (B.W) 

as compared to the antenna-2 (without CPW-

Fed) with an increase in number of bands from 

five to six as shown in Table 6.  The gain of 

antenna-2 and antenna-3 are shown in figure 5. 

The antenna-2 has the peak gain of 4.8 dBi and 

for antenna-3 is 2.8 dBi. The value of gain is   

reduced in antenna-3 as compared to antenna-

2.

Fig. 3: Optimized |S11| Parameter: CPW-Fed antenna-3 based on different substrate thickness. 
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Table 5. Performance comparison of proposed antenna-3 on FR-4 material on 4-slits CPW-

Fed antenna with different substrate thicknesses 

Antenna Design 
Technique/ 
Substrate 

Material (εr) 

Substrate 
Thickness 

(mm) 

Resonating Frequencies (fN), GHz 

Frequency Bands 
(|S11| ≤−10 dB) 

fN1 

(−dB) 
fN2 

(−dB) 
fN3 

(−dB) 
fN4 

(−dB) 
fN5 

(−dB) 
fN6 

(−dB) 

CPW-Fed with 
four circular 
strips/ FR-4 
Glass/Epoxy  

(4.3) 

1.30 
3.51 
(14) 

5.20 
(17) 

6.60 
(33) 

- 
 

9.10 
(12) 

 9.85 
  (30) 

5 

1.60 
3.50 
(13) 

5.10 
(14) 

6.55 
(25) 

- 
 

8.70 
(14) 

 9.65 
  (23) 

5 

2.00 
3.49 
(21) 

4.95 
(30) 

6.36 
(22) 

7.70 
(34) 

9.00 
(16) 

9.95 
(16) 

6 

 

 

Fig. 4: Optimized |S11| Parameter: Antenna-2 (without CPW) and antenna-3(with CPW-Feed) at thickness, 

h=2 mm on FR-4 taken on 4-slits. 

 

Table 6. Performance comparison of proposed Antenna-2 and Antenna-3 using FR-4 with 

same thickness, h=2mm. 

Antenna Design 
Technique/ 
Substrate 

Material (εr) 

Substrate 
Thickness 

(2 mm) 

Resonating Frequencies (fN), GHz and IBW, (GHz) 
Frequency 

Bands 
(|S11| ≤−10 dB) 

fN1 

(IBW) 
fN2 

(IBW) 
fN3 

(IBW) 
fN4 

(IBW) 
fN5 

(IBW) 
fN6 

(IBW) 

CPW-Fed with 
four circular 
strips/ FR-4 
Glass/Epoxy  

(4.3) 

Without 
CPW 

3.48 
(0.19) 

5.20 
(0.16) 

6.65 
(0.79) 

7.35 
(0.40) 

- 
   9.55 
   (0.40) 

5 

With CPW 
3.49 

(0.20) 
4.95 

(0.20) 
6.36 

(1.15) 
7.70 

(1.41) 
9.00 

(0.82) 
9.95 

(0.62) 
6 
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Figure 5. Gain of antenna-2 and antenna-3 at different frequencies. 

 

4. Comparative Outcomes: This article 

reviews various design techniques for CPW-

fed antennas, focusing on substrate materials. 

Thicker substrates offer more efficiency and 

wider IBW for a lower dielectric constant. 

High dielectric constant substrates favor small 

antenna sizes. The antennas' low profile, 

simple structure, and broadband impedance 

characteristics make them suitable for 

wideband RF communication applications. An 

Antenna-2 and 3, using two circular slits and 

four circular slits are used for improving the 

impedance bandwidth as shown in Table 4 and 

Table 5. The achieved |S11| results for 

Antenna-1 and Antenna-2, shows a shift of 

fundamental resonance frequencies towards 

the low-frequency band especially in case of 

increasing in the value of dielectric constant, as 

shown in Table 4 enabling effective 

miniaturization of around 60% in between 

using the substrate material of dielectric 

constant 2.2 to 6.15. The proposed 4-slit CPW-

Fed antenna-3 offers six frequency bands 

promising potential for enhancing 

advancements in next-generation wireless 

technologies in terms of efficiency, bandwidth, 

and versatility.  

5. Conclusions: This article explores the 

design of coplanar waveguide (CPW)-fed 

antennas using different substrate materials, 

thicknesses, and techniques. It investigates 

how materials like FR4, Rogers, and Arlon 

affect electrical parameters like as impedance 

bandwidth, |S11|, and gain. The research also 

investigates how design techniques such as 

stubs, slots, strips, arrays, etc affect 

antenna parameters. The FR-4 suggested 

antenna has a frequency range of 3.3 to 10.1 

GHz and can operate at six frequencies. The 

proposed antenna has a peak gain of 2.8 dBi. 

The antennas' low profile, simple construction, 

and broadband impedance make them ideal for 

wideband RF and wireless communication 

applications. The proposed antenna has the 

potential to increase efficiency, bandwidth 

with the challenges to achieve the significant 

gain in next-generation wireless technology 

applications. 
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Abstract: We consider a fully directed self-avoiding walk model on a cubic lattice to mimic the 

conformations of an infinitely long flexible polymer chain and also to mimic confirmations of a 

short flexible chain under confined conditions. The confinement conditions is achieved using two 

parallel impenetrable plates. The confined chain is under good solvent conditions and we revisit 

this problem to solve the real (self avoiding) polymer's model for any length of the chain and also 

for any given separation in between the confining plates. The equilibrium statistics of the confined 

polymer chain are derived using analytical approach of the generating function technique. The 

force of the confinement, the surface tension and the monomer density profile of the confined 

chain are obtained analytically. We propose that the methods of calculation are suitable to 

understand thermodynamics of an arbitrary length confined polymer chain under other possible 

conditions of the confinement. 
 

Keywords: Real polymer; Confinement; Monomer density; Generating function technique 

 

1. Introduction: A lattice model of a self-

avoiding walk (SAW) has been widely used for 

the past a few decades to understand the 

conformational statistics of a confined short 

polymer chain under various geometries, and 

the lattice models were also used to understand 

the equilibrium statistics of a polymer chain in 

the bulk [1-3]. Therefore, there are a variety of 

interesting results on thermo-dynamical aspect 

of a short and an infinitely long flexible 

polymer chain in the bulk, and also for a short 

and an infinitely long polymer chain under 

various geometries [4-7]. Such studies 

revealed a wealth of information regarding 

scaling behavior/universal properties and 

phase transitions in the polymer 

macromolecules. These reports gave us 

understanding of the steric stabilization of the 

polymer dispersions, colloidal solutions, thin 

films, and such studies were relevant for 

surface coatings and sensors [3,5,7-9]. 

Though, there are a couple of facts that are not 

well understood regarding an infinitely long as 

well as a short polymer chain for their three-

dimensional confined geometries, e. g., 

variations of thermo-dynamical properties 

(force of the confinement, entropic surface 

tension, monomer density profile, etc.) of a 

confined self-avoiding flexible polymer chain; 

and hence it requires an investigation to 

understood a few such aspects which we shall 

discuss for three-dimensional confinements 

here. 

We have chosen a directed walk model [3] for 

a self-avoiding polymer chain to understand 

the thermo-dynamical properties of an 

infinitely long flexible chain. Also, we report 

results for a short flexible polymer chain to 

understand the thermodynamics of the chain 

under the proposed confined geometry. The 

confinement condition is achieved around the 

polymer chain using a pair of impenetrable flat 

plates (as shown in figure 1); the plate’s 
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separation is measured in a unit of a monomer 

length. Thus, the separation of the confining 

plates is varied from one monomer length to 

the size of the polymer chain. 

2. Model and method: We use theory of 

critical phenomenon to understand the Physics 

of a single polymer chain merely because a 

linear polymer chain is a critical object [3,5,7]. 

Therefore, there are several reports on the 

thermodynamics of a single polymer chain. 

These reports on the statistics of the single 

polymer chain and chain's statistics so obtained 

correspond to a condition that the chain is 

under very dilute solution [1,3,7,10-13]. We 

confine our discussion to the model of a fully 

directed walk of a confined flexible polymer 

chain.  

 

 
 

Figure 1: An N monomers long confined flexible 

polymer chain is shown in figure 1. A pair of 

impenetrable parallel plates confine the self-

avoiding/real polymer chain. The lower plate is 

located at x = 0, and the upper plate is located at x = 

L; one end of the polymer chain is grafted at a point 

O on the lower plate, i.e., on the plate located at x = 

0. 

 

It is also to be highlighted that there are several 

reports on the adsorption-desorption phase 

transitions of a confined chain and there are 

reports on conformational statistics of a 

confined polymer chain under various 

geometries; the author tried his best to refer to 

some of the results for the sake of literature 

survey on the issue of confined polymer chain 

under specific geometries.  

2.1 Fully Directed Self Avoiding Walk 

(FDSAW) Model: A lattice model of the fully 

directed self-avoiding walk [3] is widely used 

to understand the thermodynamics of an 

infinitely long polymer chain under various 

geometries. Since a directed walk model is 

solvable analytically; therefore, we have exact 

results on single-chain statistics using a 

directed walk model. It is well known that the 

qualitative nature of the phase diagram for a 

directed walk model is the same as to that of its 

isotropic version [10]. It is assumed that the 

first impenetrable plate is placed at x = 0 and 

another impenetrable parallel plate is placed at 

x = L, where the value of L = 1, 2, 3, ...., ∞; and 

the parameter L is measured in the unit of a 

monomer length; and the confined real/self-

avoiding polymer chain is schematically 

shown in figure 1. A condition of L≥N 

corresponds to a polymer chain in the bulk. 

In the case of a fully directed walk model in 

three dimensions, it is known also that the 

walker is allowed to take steps only along +x, 

+y, and +z directions in between two parallel 

plates, and along +x direction walker can take 

the maximum L (≤N) steps while the walker can 

take any number of steps (N) along remaining 

other two directions, i.e., along +y and +z 

directions.  We have conformations (CN
L) of an 

N monomers long polymer chain in between 

two parallel plates, where one end of the chain 

is grafted at the corner (O) of the lower plate (x 

= 0). Thus, we have a condition of the 

confinement provided L<N. A general 

expression of the grand canonical partition 

function for an infinitely long confined self-

avoiding flexible chain is written as: 

𝐺(𝑔, 𝑧) = ∑ ∑ 𝑔𝑃𝑧𝑁−𝑃 𝐴𝑙𝑙 𝑤𝑎𝑙𝑘𝑠 𝑜𝑓 𝑁 𝑚𝑜𝑛𝑜𝑚𝑒𝑟𝑠
∞
𝑁=1                                                                           

(1) 

A symbol g refers to the step fugacity of the 

walker along a direction parallel to the plane of 

the confining plates. At the same time, z is the 

step fugacity perpendicular to the plane of the 

confining plates. There are P monomers of the 

chain lying in the plane of the parallel plates, 

and  remaining (N-P) monomers are located 

perpendicular to the plane of the plates for an N 



  CNS&E Journal Volume 1 (3), May 2024 
 

223 
 

monomers long confined polymer chain. 

 

3. Results:  A lattice model is often used to 

obtain an equilibrium statistics of an infinitely 

long confined flexible polymer chain and a 

short-confined polymer chain [3,5,7]. We 

obtained the exact results on the 

conformational statistics of a flexible self-

avoiding polymer chain for its confinement 

using two parallel impenetrable plates; the 

analytical calculations are given below for a 

short-confined chain and an infinitely long 

confined flexible polymer chain, separately. 

 

3A. The equilibrium statistics of a confined 

Self Avoiding flexible polymer chain using 

Grand Canonical Ensemble (GCE) 

approach: An exact expression of the grand 

canonical partition function for an infinitely 

long confined flexible polymer chain is 

obtained for different possible values of the 

plate separation (L); and also, for the bulk 

case, the partition function of the chain may be 

written as (N≥1 and L<N), 

 

𝐺(𝑔, 𝑧) = ∑ [(2𝑔)𝑃 +𝑁→∞
𝑃=1

∑ 𝑧𝐾{
∏ (𝑃−𝑄+1)𝐾

𝑄=1

𝐾!
(2𝑔)𝑃−𝐾}]

𝐿(≤𝑃)→∞
𝐾(≤𝑃)=1                                      

(2) 

We were able to recover an expression for the 

grand canonical partition function of the chain 

for the bulk case [10] by substituting z = g 

(when L≥N and N→∞) in equation 2. The first 

term on the right-hand side of equation 2 

corresponds to the conformations of the chain 

lying on the lower plate (i.e., at x = 0). A 

simple form of the expression for the grand 

canonical partition function for the bulk case 

(i.e., for an infinite separation between the 

parallel plates and the chain length infinity) 

may be written as: 

 

𝐺(𝑔, 𝑧, 𝐿 = ∞) =
𝑧+2𝑔

1−𝑧−2𝑔
                                                                                                                

(3) 

 

The partition function of an infinitely long 

polymer chain is obtained for a finite 

separation (L) in between the confining plates. 

Accordingly, we calculate the thermo-

dynamical properties of the confined chain. It 

is well known that the critical value of the step 

fugacity is 0.5 for a finite separation (L) in 

between parallel plates, and the critical value 

of the step fugacity is 0.33 for L ≥ N and N→∞.  
 

We use canonical ensemble formalism to 

obtain an exact number (CN
L) of a real flexible 

polymer chain conformation, and accordingly, 

the equilibrium statistics of the chain are 

obtained for a case when a pair of 

impenetrable parallel plate confines the 

polymer chain; an exact number of the 

conformations is written as follows for a case 

when L<N, 

( )( ) ( )1

1

1 2 . 1
2 2

!

N
L N N L

N

L

N N N N L
C

L

−
−

=

− −  + −
= +      

                   (4) 

We have many conformations (CN
B) of a 

chain for a case when this short flexible chain 

is in the bulk (L≥N), and the number of the 

conformations for the bulk (L≥N) case is 

written as: 

𝐶𝑁
𝐵 = ∑ 𝐶𝑖

𝐿 + 1 = 3𝑁𝑁−1
𝑖=1                                                                                

(5) 

3B. Equilibrium statistics of a confined Self 

Avoiding flexible polymer chain using 

Canonical Ensemble approach: An effect of 

the confinement is shown in figure 2, where a 

fraction of the polymerized (CN
L) and a 

fraction of non-polymerized (1- CN
L) short 

polymer chain conformations are 

demonstrated for a set of values of the plates 

separation (L); and the chain length is an N 

monomers. We have divided the terms CN
L 

and (1- CN
L) by 3N to obtain the said fraction 

of the polymerized and non-polymerized chain 

conformations, respectively.  
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We have calculated the force [1,2,9] of the 

confinement (fN
L) acting on a short polymer 

chain of an N monomers due to parallel plates, 

and the force is acting perpendicular to the 

plane of the plates while the separation in 

between the plate is L. While calculating the 

force, the free energy of the self-avoiding 

polymer chain is written in a unit of the thermal 

energy as E(=-kBTLog[CN
L]), and thermal 

energy (kBT) we have taken unity. Therefore, a 

graph between fN
L versus L and for an N 

monomers length chain is shown using figure 

3(a). The following equation gives the force of 

the confinement as: 

𝑓𝑁
𝐿 ≅ −𝐿𝑜𝑔[2] +

𝜕{
𝐿𝑜𝑔 ∏ (𝑁−𝐿+1)𝐿

𝐿=1
𝐿!

}

𝜕𝐿
   

 

                                    (6) 
 

The above equation (i.e., equation 6) is 

simplified to the following relation to seeing 

that fN
L =-Log[2]-Log[L/N]. Thus, the force 

bears logarithmic singularity provided L<N, 

L≥1, and N→∞ for an infinitely long chain. 
 

𝑓𝑁
𝐿 ≅ 𝐿𝑜𝑔[

𝑁

2𝐿
]                                                                  

 

(7) 

 

                                     

 
(a) 

 
(b) 

                                                                                                                 
Figure 3: The force of the confinement which is 

acting perpendicular to the plane of the plates, and 

its nature of variation for a few sets of (N, L) has been 

shown in this figure 3(A) for a short chain of length 

an N monomers and we increase the separation in-

between plates (L=2, 4, 6, 8 and 10) in a unit of 

monomer length. Figure 3(B) shows nature of 

variation of the confining force per monomer of the 

confined chain for set of N, L values. 

 

The entropic surface tension ( L

N ) of a short-

chain and an infinitely long confined real 

polymer chain solution may be obtained using 

the following relation: 
 

( )L

N

E

A





=                                                                                        

(8) 

 

Where E(=-kBTLog[CN
L]) is the Helmholtz 

free energy of a short polymer chain under 

confined geometry; and, again, we have taken 

the value of the thermal energy (kBT) equal to 

unity for the sake of mathematical simplicity. 

The maximum change in the area is [(N-L+1)2 

- (N-L)2]/2 when the walker steps one unit 

along the x-direction, and the plate separation 

varies in the unit of one monomer length. For 

a confined chain, LMax=N-1. It is to be noted 

Figure 2: We have shown in figure 2, an average 

number of the polymer chain’s conformations (1-

CNL)/3N which were not polymerized due to a pair 

of an impenetrable plate’s confinement. The 

curves for CNL/3N and (1-CNL)/3N intersect at 

the 50% value of the 
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here that the surface tension for the present 

case has an entropic origin, and the value of the 

surface tension for a self-avoiding confined 

chain is written as: 

 

( )

 

( )
2 2

1 1
2  2   

2 !2L

N

Log L Log
Log LN

N L N L N L


   
   
   = + +

− − −
                              

(9) 

The nature of variation of the entropic surface 

tension of a short polymer chain with 

confining plate separation is shown in figure 

4. 

We have also calculated the monomer 

number density ( L

N ) profile, and a plot on 

the density profile for the confined flexible 

chain is shown in figure 5; we have an exact 

expression for the number density of an N 

monomers long chain, and the density is 

written as follows: 

( ) ( )

( )
1

1 1
[2 ] 

!

L N L

N

N N N L

L N L
 + −

−  − +
=

−
                                       

(10) 

 
 

 
 

Figure 4: A plot on the entropic surface tension (
L

N

) of a short polymer chain (N =11, 12, ..., 30 

monomers) confined in between a pair of parallel 

plates is shown in this figure, and the plates are 

separated by a distance L (= 1, 2, ..., 10) monomers. 

 

The monomer number density profile is shown 

in figure 5 for the confinement condition of a 

short flexible polymer chain for the given 

values of L. For L=0 and for a non-zero value 

of L, and for a confined chain (L < N), the 

monomer density profile is written as equation 

10. 
 

 

 
Figure 5: This figure shows the logarithmic value of 

the number density profile of a real flexible polymer 

chain. The length of the polymer chain (N) is varied 

from 11 to 30 monomers, and the separation (L) of 

the parallel plate is varied from 1 to 10 monomers. 

 

4. Discussion: A lattice model of the fully 

directed self-avoiding walk is used to mimic 

the conformations of an infinitely long and a 

short confined flexible polymer chain, where 

the polymer chain is confined by a pair of 

impenetrable parallel plates (as shown 

schematically in figure 1). The confined 

regions in between a pair of parallel plates lead 

to different values of the step fugacity for the 

walker along and perpendicular to the plane 

of the confining plates. Therefore, along the 

plane of the plates, we have one value of step 

fugacity (i.e., g), and in a direction 

perpendicular to the plane of the confining 

plates, we have another value (i.e., z) of the 

step fugacity. We used the generating function 

method to solve the model analytically; and we 

obtained a general expression for the grand 

canonical partition function of an infinitely 

long self-avoiding flexible polymer chain for 

any given value of plate separation (L).  

We have also obtained an exact expression of 

the canonical partition function for a short 

flexible self-avoiding polymer chain. The 

chain is made of an N monomers; the plate 

separation equals L monomers. We calculated 

an exact percentage of the polymer 

conformations which were not polymerized 

(suppressed) due to the confinement conditions 

imposed on the chain by the pair of parallel 

impenetrable plates. We derived expressions 
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for the force of the confinement, the entropic 

surface tension, and the monomer number 

density profile for a short-chain length of an N 

monomers and we derived a condition when an 

infinitely long chain is confined by the pair of 

plates for the plate separation L. 

We have plotted (CN
L)/3N, i.e., the number of a 

confined flexible polymer chain conformations 

of an N monomers long polymer chain along 

with the conformations, i.e., (1-CN
L)/3N, which 

is suppressed due to the confinement, for 

different values of the plate separation (L); and 

we have shown the polymerized and 

suppressed fractions of the conformations in 

figure 2. It is seen from this figure that as we 

increase the length of the chain for a given 

value of the plate separation (L), the 

percentage of the polymerized chain’s 

conformations decreases. Accordingly, the 

percentage of the non-polymerized/suppressed 

conformations increases due to the 

confinement. It is also found that the 

percentage of the polymerized conformations 

increases for a given length of the chain as the 

separation between the plates increases. The 

force of the confinement is a function of the 

chain length and the separation between the 

confining plates. It is found from analytical 

calculations that the force of confinement 

decreases logarithmically as we increase the 

plate separation for a given length of the 

confined chain. While the force of confinement 

increases logarithmically as we increase the 

length of the confined chain, provided the plate 

separation is retained constant. We have shown 

the nature of confining force which acts on a 

short polymer chain, in figure 3 for a set of N 

and L values. 

 

The entropic surface energy per unit surface 

area (i. e. the entropic surface tension) for a 

confined flexible chain is shown in figure 4; it 

is seen that the surface tension of the confined 

chain increases for a given length of the chain 

as we increase the length of confinement, and 

it starts decreasing after a particular value of L. 

The surface tension of a confined chain also 

increases for a given value of L as we increase 

the number of monomers in the confined chain. 

An actual dependency of the surface tension on 

N and L is shown in figure 4, and the 

mathematical form of the entropic surface 

tension is given by equation 9. Though we 

have a very dilute chain concentration, 

therefore, the entropic surface tension of a self-

avoiding confined flexible polymer chain 

vanishes in the thermodynamic limit. The 

monomer number per unit areal extension of 

the confined flexible chain is shown in figure 

5. It is seen from this figure that the monomer 

density increases as the length of the chain 

increases and L remains fixed, and also the 

monomer density increases as we increase L 

for a given length of the confined chain. The 

nature of the free energy curve for a confined 

short chain is also shown in figure 6 for the 

completeness. It is seen from figure 6 that in 

the thermodynamic limit, the free energy per 

monomer of the confined flexible chain is 

Log[gc(2D)]-1, where gc(2D) = 0.5. 

We have taken a factor α = (L/N) to report the 

confining force, the entropic surface tension, 

the monomer number density, and the free 

energy of a confined chain in terms of α (<1, 

for a confined chain); and accordingly, we 

have plotted these thermo-dynamical 

parameters in the thermodynamic limit in 

figure 7 for the sake of completeness. 

Therefore, we have these thermo-dynamical 

parameters that may be written in the thermo-

dynamical limit (N→∞) as (i. e. for an 

infinitely long confined chain): 

 

   log 2L

Nf Log → = − −

                                                                                 

(11) 

 
( )

 ( )
( )

2

2 12 2
*

1 1

L

N

LogLog
N




 

−
= − +

− −

                                                                      

(12) 

( )    ( )1 2 1

L

NLog
Log Log

N


  

   = − + −

                                                       (13) 

and finally, the free energy per 

monomer(ε=EN
L/N) of a confined chain is 

written as: 
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( )    1 2Log Log    = − − + −

                                                                                                    

(14) 

 
Figure 6: We have shown the free energy graph of 

a confined flexible polymer chain for the given 

values of L and N in this figure. The Helmholtz free 

energy is a function of N and L, and the free energy 

is approximated as EN
L ≂-NLog[2]+LLog[2]-

LLog[N]+LLog[L]-L. The thermal energy is set to 

unity for the sake of mathematical simplicity. 

A method of calculations reported in this 

manuscript may be easily extended to calculate 

the thermodynamics of an infinitely long and a 

short self-avoiding polymer chain confined to 

a length L for other versions of the 

directed/isotropic walk models on different 

possible lattices. It is also to be noted from 

reports that the qualitative nature of the phase 

diagram obtained for an isotropic self-avoiding 

walk model is the same as that of the phase 

diagram of a directed walk model of the 

problem [10], and therefore, our findings may 

be relevant to understand the thermodynamics 

of a confined three-dimensional polymer 

chain. 

Our calculations include entropy of the 

confined chain where those conformations 

were chosen, which are in the form of polymer 

bridges or polymer trains, though we have not 

considered the loop-like conformations; 

However, the entropy of the confined chain has 

a monotonous variation with N and or L for 

other versions (i.e., isotropic or partially 

directed walk model of the confined chain) of 

the confined polymer models; therefore 

physical insight will remain same for the 

confined chain when one includes polymer 

loop like conformations for such studies. It is 

also to be noted that in the presence of another 

confining plate (i.e., a plate located at x = L), 

the entropy of the chain is reduced due to 

excluded volume interaction among the 

monomers of the confined chain. Hence, many 

chain conformations are suppressed for any 

value of L<N, i.e., not polymerized.  

 

Figure 7: This figure no. 7A shows the force of the 

confinement acting on the chain as a function of α 

(as shown in the equation 11); the entropic surface 

tension of an N monomers long chain is shown in 

the figure (7B), and the equation 12; the logarithmic 

value of the monomer density per monomer is 

shown in the figure (7C), and the equation 13; and 

also, the free energy per monomer of the confined 

chain (ε) is shown in the figure (7D), and equation 

14, as a function of α. 

5. Challenges: There are limitations regarding 

visualizing a macromolecule in the restricted 

geometries, though we have reports on single 

macromolecule manipulations [11] and please 

also see the references quoted therein. 

Therefore, we can expect that it may be 

possible to track single macromolecule and 

measure its physical properties under the 

confined geometries soon.  

6. Conclusion and Future Scope: The lattice 

model of a polymer chain has limitations, as 

the lattice model mimics discrete links of the 

monomers of a chain. Therefore, finite length 

fluctuations related physics of the system may 

have different results from real situations of the 

polymer Physics. Still, in the case of phase 

transitions, there are fluctuations of all length 

scales. Correlation length extends to the size of 

the confined chain length. Therefore, the phase 
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transitions which occur in the thermodynamic 

limit may not have any sensitivity regarding 

the finite and non-zero size of the monomers. 

Though there are studies based on continuum 

models of the polymer chain, it has been found 

that the Physics of polymer chain derived using 

continuum and discrete models have a 

qualitative similarity [1,3,5,11, 16].  
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Abstract: Historically, millets have been integral to diets, offering not only a plethora of health 

benefits but also contributing to environmental conservation through low water and input 

requirements. The International Year of Millets, declared by the United Nations for 2023 at the 

initiative of the Government of India, aims to raise awareness, increase production, and promote 

consumption of millets. This research explores the awareness and consumption of millets among the 

farmers of the Marathwada region. The study revealed that Great Millet and Pearl Millet garnered 

high awareness, while Little Millet, Proso Millet, and Kodo Millet exhibited lower awareness 

among the respondents. The data also showcased varying awareness of millet nutritional content, 

with 44.12 per cent having a medium overall awareness. Consumption behaviours unveiled diverse 

frequency patterns for different millets, with 40.91 per cent at a medium overall consumption level. 

Consumption patterns of the respondents depicted preferences for staple millet-based items. Reasons 

for consumption/non-consumption highlighted taste and health as major motivators. Respondents 

suggested measures like training programs, online resources, and awareness campaigns to boost 

millet usage. These findings provide a comprehensive understanding of the complex interplay 

between awareness, consumption patterns, and influencing factors, offering valuable insights for 

stakeholders aiming to promote millet adoption within communities. 

(Keywords : Millets, Awareness, Consumption pattern, Marathwada) 

 

Introduction: The Lancet Commissions 

underscore the imperative of identifying 

healthy and environmentally sustainable diets, 

emphasizing the enhanced utilization of 

underused plant species, such as millets and 

sorghum. These grains are recognized for their 

climate resilience and dense nutritional content. 

Despite the abundance of 14,000 edible plants, 

only three crops—rice, maize, and wheat—

contribute a significant 60 per cent to caloric 

intake. The United Nations' Sustainable 

Development Goals for 2030 set an ambitious 

target of eliminating all forms of malnutrition, 

necessitating interventions that replace a 

substantial portion of the diet, currently 

dominated by rice, wheat, and maize, with 

highly nutritious alternatives like millets. 

Nutritional Importance of Millets: India, as 

the largest producer of various millets, plays a 

crucial role in food security due to the stability 

of millets under adverse climatic conditions. 

Once considered coarse grains, millets are now 

acknowledged as nutritious cereals, standing 

out as the least allergenic and most digestible 

grain. Millets boast unique attributes, including 

calcium richness, dietary fiber, polyphenols, 

and higher protein content compared to paddy 

rice. Their amino acid profile, particularly 

methionine and cystine, along with higher fat 

content than rice and corn, further highlight 
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their nutritional value. Millets exhibit 

nutraceutical properties as antioxidants, 

contributing to various health benefits such as 

lower blood pressure, reduced risk of heart 

disease, cancer prevention, and more [1]. 

Millets are more nutrient-dense and are a 

locally cultivated healthy food due to their 

added health benefits, which include being a 

source of gluten-free protein, being high in 

fiber, having a low glycemic index, and being 

rich in bioactive compounds [2]. Nutritional 

composition of millets is presented in Table 1 

[3], the average carbohydrate content of millets 

and sorghum varies from 55.8 to 72.6 g/100 g, 

protein content from 7.3 to 12.5% and fat 

content ranges between 1.3 and 5 g/100 g. 

 
TABLE 1: NUTRITIONAL COMPOSITION OF MILLETS 

(G/100G) 

Millets are a rich source of calcium, especially 

finger millet or ragi (344 mg/100 g) contains 10 

times more than that wheat or rice. The iron 

content of Pearl millet or Bajra (8.0 mg/100 g) 

and little millet (9.3 mg/100 g) is higher 

compared to other staple cereals. They are rich 

sources of crude fiber as well as dietary fiber 

and rich in vitamins and minerals [4]. Millets 

contain a good amount of nutrients like 

carbohydrates (Low GI), proteins with balanced 

amino acids, dietary fiber, good quality 

invisible fat, and have appreciably higher 

amounts of micronutrients like calcium, 

potassium, magnesium, iron, manganese, zinc, 

B complex vitamins and bioactive 

phytochemicals, making them a superior choice 

over the cereal grains like rice and wheat [3]. 

Several research studies have endorsed the role 

of polyphenols in antioxidant, anti-

carcinogenic, anti-inflammatory, antiviral and 

neuroprotective activities which in all have 

shown to be beneficial against diseases like 

cancer and cardiovascular disease, diabetes, 

high blood pressure, high cholesterol, 

inflammatory diseases, metabolic syndrome 

and Parkinson’s disease [5]. Millets are rich in 

dietary fibre and resistant starch which help in 

weight regulation. Due to the slow release of 

glucose, millets are an excellent choice of food 

for diabetics. The non starch polysaccharides 

found in millets act as prebiotics and stimulate 

the lactic acid bacteria (LAB) of probiotic 

cultures and produce short chain fatty acid and 

antimicrobial agents in the digestive tract. 

Table 2 [3] represents the total production of 

millet, which includes Bajra, Sorghum, and 

Buckwheat, by the top five producing countries 

over a three-year period (2018, 2019, 2020). 

India is the largest producer of millet 

accounting for 17.68% of the total global 

production in 2020. 

 
TABLE 2: TOTAL PRODUCTION OF PRINCIPLE MILLETS 

(BAJRA + SORGHUM + BUCKWHEAT) (000 MT) 

(SOURCE:HTTPS://APEDA.GOV.IN/MILLETPORTAL/PRODU

CTION.HTML) 

USA is the second-largest producer making up 

10.01% of the world's production. Nigeria, the 

third-largest producer contributing 8.70% to the 

global production. The sorghum and pearl 
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millet are combined, they account for 92.6% of 

global millets production, followed by finger 

millet, foxtail millet, proso millet, little millet 

and kodo millet, which altogether account for 

7.94% of global millet production. 

Unfortunately, witnessed a gradual decline in 

the area and production of millets globally. The 

area covered under millets declined from 74.6 

million hectares in 2018 to 72.3 million 

hectares in 2020, while production decreased 

from 91.8 million metric tonnes to 89.2 million 

metric tonnes. The declining trend in area and 

production between 2010 to 2018 was also 

reported in recently published studies [7, 8]. 

Despite India being the world’s largest 

producer of millets, more than 40% of millet 

consumption has been reported in African 

countries, particularly in Niger, Mali, Nigeria, 

Burkina, and Sudan. Global consumption has 

declined at a rate of 0.9% and is predicted to 

rise between 2019-2024 [9].  According to 

Food and Agriculture Organization (FAO), 

global millet production was estimated at 28.33 

million metric tons in 2019, which increased to 

30.08 million metric tons in 2021. India is the 

largest global producer, with a 43.0% global 

market share in 2021 with Sorghum(jowar), 

Pearl Millet (bajra), Finger millet (ragi), and 

other minor millets are grown in the country. 

According to the Ministry of Agriculture and 

Farmers Welfare, millet production in India has 

increased from 14.52 million tonnes in 2015-16 

to 17.96 million metric tons in 2020-21. 

 

State wise Scenario of Millets Production in 

India (2021-22): Table 3 to Table 6 provide a 

summary of the production and area under 

cultivation for different types of millets in India 

for the agricultural year 2021-22, showcasing 

the leading states in terms of production 

volume and area cultivated. Table 3 indicate 

that Jowar is cultivated on 3,800.81 thousand 

hectares (ha) in India with a total production of 

4,150.60 thousand tonnes. Maharashtra leads in 

both area and production, followed by 

Rajasthan, Karnataka, Tamil 

 
TABLE 3: TOP FIVE JOWAR PRODUCING STATES IN 

INDIA (2021-22)  (SOURCE: DEPT. OF AGRICULTURE & 

FARMERS WELFARE, 2023) 

Nadu, and Uttar Pradesh (Table 3).  In case of 

Bajra (Pearl Millet) Production, bajra is 

cultivated on 6,840.80 thousand ha in India 

with a total production of 9,780.63 thousand 

tonnes. Rajasthan dominates bajra production, 

with Uttar Pradesh, Maharashtra, Haryana, and 

Gujarat also contributing significant volumes. 

Rajasthan and Uttar Pradesh together account 

for over half of India's bajra production. 

Regarding Ragi (Finger Millet) Production 

(Table 5), Ragi is cultivated on 1,218.43 

thousand ha in the country with a production of 

1,701.12 thousand tonnes. Karnataka is the 

largest producer by a substantial margin, 

followed by Uttarakhand, Maharashtra, Tamil 

Nadu, and Odisha. In case of small millets 

production of India, small millets cover an area 

of 428.92 thousand ha, with a total production 

of 367.44 thousand tonnes. Karnataka, 

Uttarakhand, Maharashtra, Tamil Nadu, and 

Odisha are leading in small millet production, 

with Karnataka having the largest area under 

cultivation. 

 

 

Principle Millet Production in Maharashtra: 

Rabi Sorghum (19.417 lakh ha), Kharif 

Sorghum (3.787 lakh ha) and Bajra (6.875 lakh 

ha) as major crops in terms of area and 

production of Millet in Maharashtra (Table 4). 
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The Marathwada region consist of Aurangabad 

and Latur division, Aurangabad Division has 

significant cultivation of Rabi Sorghum (2.706 

lakh ha) and Bajra (1.299 lakh ha) but does not 

cultivate Ragi.  

 
TABLE 4: TOP FIVE BAJRA (PEARL MILLET) PRODUCING 

STATE IN INDIA (2021-22) (SOURCE: DEPT. OF 

AGRICULTURE & FARMERS WELFARE, 2023) 

 
TABLE 5: TOP FIVE STATE RAGI (FINGER MILLET) 

PRODUCING STATE (2021-22) (SOURCE: DEPT. OF 

AGRICULTURE & FARMERS WELFARE, 2023) 

 Whereas Latur Division has a 1.56 lakh ha area 

under Kharif Jowar, 3.281 lakh ha area under 

Rabi Sorghum, and 0.972 lakh ha area under 

Bajra cultivation. Although there is a 

considerable proportion of millet production 

and availability, consumption has declined over 

the years. A downward trend in per capita 

consumption of sorghum was seen in both rural 

and urban India, with consumption dropping 

from 19.1 to 5.2 kg per year in rural India and 

from 8.5 to 2.7 kg per year in urban India, 

indicating 68 per cent and 70 per cent declines, 

respectively [9]. A similar study also stated that 

there was a decline in millet consumption and 

the difference in total millet consumption 

between rural and urban was 10 kgs in 2004-05 

and 4 kgs in 2011-12 [11]. Historically, millets 

have been integral to diets, offering not only a 

plethora of health benefits but also contributing 

to environmental conservation through low 

water and input requirements. The International 

Year of Millets, declared by the United Nations 

for 2023 at the initiative of the Government of 

India, aims to raise awareness, increase 

production, and promote consumption of 

millets. As part of this context, this research 

explores the awareness of millets among the 

farmers of the Marathwada region, with 

specific objectives: 
 

1. To assess the awareness of millets 

among the respondents. 

2. To understand the consumption 

behaviour of millets among the 

respondents. 

3. To gather suggestions from respondents 

for increasing the usage of millets. 

 

Methodology: The current investigation aimed 

to assess the awareness of millets among the 

farmers of the Marathwada region. The study 

encompassed all eight districts within the 

Marathwada region and adopted an ex-post 

facto research design. A questionnaire was 

employed as the primary tool for data 

collection, formulated in Google Form. The 

Google form link was directly distributed 

among the farmers, with additional support 

provided through SMS from Krishi Vigyan 

Kendras (KVKs) to facilitate participation. A 

total of 402 responses were received through 

the Google Form, with 28 incomplete responses 

excluded from the analysis. Therefore, 374 

complete and valid responses from the 
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Marathwada region constituted the respondent 

sample for this study. District-wise breakdowns 

of responses from the people of the 

Marathwada region are presented in Table 6. 

The independent variables such as age, 

education, gender, main occupation, family 

background, family size, family annual income, 

and source of information about millets were 

taken for the study. To gauge the awareness of 

millets among the respondents, factors such as 

awareness of different millets, 

 
TABLE 6: TOP FIVE SMALL MILLETS PRODUCING 

STATES (2021-22) (SOURCE: DEPT. OF AGRICULTURE & 

FARMERS WELFARE, 2023) 

knowledge about the nutritional content of 

millets, awareness of the importance of millets 

in the human diet, and general awareness about 

millets were considered for calculating the 

overall awareness level. Awareness responses 

of the respondents were recorded on two-point 

continuum i.e. assigning a score of 1 for "Yes" 

and 0 for "No.".  The total awareness score for 

each respondent was derived by summing up 

individual scores. Subsequently, mean scores 

 
TABLE 7: AREA AND PRODUCTION OF PRINCIPLE 

MILLETS IN THE MAHARASHTRA DURING 2020-21 

(AGRICULTURE DIVISION WISE) (‘00’ HA AREA & ‘00’ 

TONNES PRODUCTION) (SOURCE: APEDA – E – 

CATALOGUE FOR EXPORT OF MILLETS & VALUE ADDED 

PRODUCTS: MAHARASHTRA, 2022) 

were computed, serving as a basis to categorize 

respondents into low awareness, medium 

awareness, and high awareness categories, 

determined by Mean + Standard Deviation. 

 
TABLE 8: DISTRICT WISE RESPONSES GIVEN BY THE 

FARMERS OF MARATHWADA REGION (N=374 

RESPONDENT FARMERS) 
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Regarding calculation of frequency of 

consumption of millet based products among   

the respondents, nine millets viz., great millet, 

pearl millet, barnyard millet, finger millet, 

amaranthus, foxtail millet, little millet, proso 

millet, kodo millet were selected for the study. 

The frequency of consumption was measured 

on a 9-point continuum: daily consumption (8 

score), 2-3 times a week (7 score), once a week 

(6 score), once a fortnight (5 score), once a 

month (4 score), once every three months (3 

score), once every six months (2 score), rarely 

in a year (1 score), and never consumed millets 

(0 score). The mean score was calculated from 

respondents' consumption scores, and 

respondents were categorized into low 

consumption, medium consumption, and high 

consumption based on Mean + SD. The 

statistical tools employed for the study included 

frequencies, percentages, arithmetic mean, 

standard deviation, and correlation coefficient. 

Results 

1. Awareness of millets among the 

respondents  
 

1.1 Awareness of different millets among the 

respondents: Table 9 reveals the awareness 

levels of various millets among the 

 
TABLE 9: AWARENESS OF DIFFERENT MILLETS AMONG 

THE RESPONDENTS (N=374 RESPONDENT FARMERS) 

respondents; it is noted that all respondents 

were fully aware of Great Millet (sorghum) and 

Pearl Millet (bajra), followed by high 

awareness for Barnyard Millet (98.13%), 

Amaranthus (97.86%), Finger Millet (75.13%), 

Foxtail Millet (50.80%). Whereas low 

awareness about Little Millet (14.70%), Proso 

Millet (14.44%), and Kodo Millet (13.10%). 
 

1.2 Awareness of nutritional content of 

millets among the respondents: The 

awareness of the respondents regarding the 

nutritional content of millets is presented in 

Table 10. It is reported that the majority of the 

respondents (80.48%) were aware that millets 

are a source of iron, while 72.46 per cent of 

them were aware that millets contain calcium. 

 
TABLE 10: AWARENESS ABOUT THE NUTRITIONAL 

CONTENT OF MILLETS(N=374 RESPONDENT FARMERS) 

Whereas, 39.84 per cent of them were 

knowledgeable about the magnesium content in 

millets, 33.96 per cent knew about the zinc 

content, 33.96 per cent were aware of the 

protein content, and only 23.70 per cent of them 

were aware about the fibre content in millets. 
 

1.3 Awareness of importance of millets in 

human diet: The awareness of the respondents 

about the importance of millets in the human 

diet is presented in Table 11. The data from 

Table 11 indicates that the majority of 

respondents (88.77%) were aware that millets 

are a healthy diet and can increase the 

resistance power of human beings, while 79.14 

per cent of them perceived that 'millets are easy 

to digest.' Whereas, 78.07 per cent of them 
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were aware that 'millets are good for increasing 

 
TABLE 11: AWARENESS ABOUT IMPORTANCE OF 

MILLETS IN HUMAN DIET (N=3) 

haemoglobin,' followed by awareness that 

millets are good for diabetics (73.80%), millets 

are good for cholesterol control (66.04%), 

millets are good for bone health (62.83%), 

millets manage body weight (60.96%), and 

millets are beneficial in the winter season 

(58.02%).   
  

1.4 Overall awareness of millets: Table 12 

reports the overall awareness of millets among 

the people, indicating that the majority of 

respondents (44.12%) had a medium level of 

overall awareness of millets, followed by a low 

level (31.55%) and a high level (24.33%) of 

 
TABLE 12: OVERALL AWARENESS OF MILLETS AMONG 

THE PEOPLE (N=374 RESPONDENT FARMERS) 

awareness of millets among the respondents. 

Table 13 reveals the mean overall awareness of 

millets among respondents categorized by 

various profiles. Notably, individuals aged 50 

and above show the highest mean awareness 

score (14.05), indicating a stronger awareness 

in this age group. Females exhibit a higher 

mean awareness score (13.11) compared to 

males (12.23). Regarding family income, 

respondents with incomes up to Rs. 1,00,000/- 

have the highest mean awareness (12.70), 

 
TABLE 13: MEAN OF OVERALL AWARENESS OF MILLETS 

ACCORDING TO PROFILE OF RESPONDENTS (N=374 

RESPONDENT FARMERS) 

followed by those with incomes between Rs. 

1,00,001 to 2,00,000/- (12.60). These findings 

offer valuable insights for tailoring targeted 

awareness campaigns to specific demographic 

groups with lower awareness levels, 

contributing to more effective dissemination of 

information about millets.  
 

2. Consumption Behaviour of Millets among 

the Respondents  
 

2.1 Frequency of consumption of millet-

based products among respondents: The 
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consumption behavior of millets among the 

respondents was investigated and is presented 

in Table 14. The results from Table 14 indicate 

that 56.95 per cent of the respondents 

consumed sorghum daily, followed by rarely in 

a year (15.77%), 2-3 times a week (10.96%), 

once a week (5.88%), never consumed (4.81%), 

once in six months (1.87%), once in a fortnight 

(1.60%), once a month (1.60%), and once in 

three months (0.53%). This detailed breakdown 

sheds light on the diverse consumption 

frequencies of sorghum, providing valuable 

insights into the dietary habits of the surveyed 

population. Regarding Pearl millet, majority of 

the respondents rarely consumed it in a year 

(50.00%), followed by 34.76 per cent of them 

were consumed once in six months. While 6.15 

per cent of the respondents were never 

consumed pearl millet. In case of Barnyard 

millet, 39.57 per cent of the respondents rarely 

consumed it, while 25.40 per cent of them were 

consumed it once in a week, followed by once 

in three months and once in six months 

(i.e.9.36%). Whereas 7.49 per cent of 

respondents were never consumed barnyard 

Regarding Pearl Millet, the majority of the 

respondents rarely consumed it in a year 

(50.00%), followed by 34.76 per cent who 

consumed it once in six months. Whereas, 6.15 

per cent of the respondents never consumed 

pearl millet. In the case of Barnyard Millet, 

39.57 per cent of the respondents rarely 

consumed it, while 25.40 per cent consumed it 

once a week, followed by once in three months 

and once in six months (i.e., 9.36%). Only 7.49 

per cent of respondents never consumed 

Barnyard Millet. This analysis provides insights 

into the infrequent consumption patterns of 

these specific millet types among the 

respondents. Regarding Finger Millet, 

 

TABLE 14 : FREQUENCY OF CONSUMPTION OF MILLET BASED PRODUCTS AMONG RESPONDENTS   (N=374 

RESPONDENT FARMERS)
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52.14 per cent of respondents rarely consumed 

Finger Millet in a year, followed by 15.24 per 

cent who never consumed it. Whereas, 6.95 per 

cent of the respondents reported consuming it 

once a week and once a month, while 4.55 per 

cent consumed it daily and with the same 

percentage once in three months. Concerning 

the consumption of Amaranthus, the majority 

of respondents (65.77%) rarely consumed it, 

followed by once a month (32.08%), and once a 

fortnight (14.71%). However, 8.82 per cent of 

respondents never consumed Amaranthus at all. 

This detailed breakdown provides insights into 

the diverse consumption patterns of Finger 

Millet and Amaranthus among the respondents. 

Majority of the respondents were never 

consumed foxtail millet (63.10%), followed by 

21.06 per cent of the respondents were 

consumed it rarely in a year, once in a six 

monthly (9.63%), and once in a three monthly 

(5.61%). Table 9 further reported that majority 

of the respondents were never consumed little 

millet (100.00%), proso millet (98.66%) and 

kodo millet (100.00%). Most of the respondents 

never consumed Foxtail Millet (63.10%), 

followed by 21.06 per cent who rarely 

consumed it in a year, once in six months 

(9.63%), and once in three months (5.61%). 

Table 7 also shows that a significant portion of 

the respondents refrained from consuming 

Little Millet (100.00%), Kodo Millet 

(100.00%), and Proso Millet (98.66%). This 

data underscores the prevailing tendency of 

non-consumption of these millet within the 

respondents. 
 

2.2 Overall Consumption of Millets among 

the Respondents Table 15 reports the overall 

consumption of millets among the respondents, 

indicating that the majority of the respondents 

(40.91%) had a medium level of overall millet 

consumption. This is followed by a low level 

(35.83%) and a high level (23.26%) of overall 

millet consumption among the respondents. 

Table 16 indicate the mean of overall 

consumption score of the respondents 

according their profile. It is reported that mean 

of overall consumption score of the 

 
TABLE 15: OVERALL CONSUMPTION LEVEL OF MILLET 

AMONG THE RESPONDENTS (N=374 RESPONDENT 

FARMERS) 

 respondents in the category of old age (26.14), 

female gender (26.85), farming as a main 

occupation (25.13), rural family background 

(24.90) and annual family income upto Rs. 

1,00,00 /- (24.98) were higher as compare to 

other respondents. Table 9 presents the mean 

overall consumption levels of millets based on 

demographic profiles of the respondents. The 

data indicates that respondents in the older age 

 
TABLE 16: MEAN OF OVERALL CONSUMPTION LEVEL 

OF MILLETS ACCORDING TO PROFILE OF RESPONDENTS 

(N=374 RESPONDENT FARMERS) 

group (50 & above) have the highest mean 

consumption score of 26.14, while females 

exhibit a higher mean consumption score 

(26.85) compared to males (23.92). Regarding 
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family annual income, respondents with incomes up to Rs. 1,00,000/- have the highest 

mean consumption score (24.98), followed 

closely by those with incomes in the range of 

Rs. 1,00,001 to 2,00,000/-. The data provides 

valuable insights into the varying consumption 

patterns of millets among different age groups, 

genders, and income brackets, aiding in 

understanding dietary preferences and 

facilitating targeted interventions for promoting 

millet consumption.  

 

2.3 Consumption pattern of millet based 

products among the respondents: Table 17 

illuminates the consumption patterns of millet-

based products among the respondents, 

 
TABLE 17: CONSUMPTION PATTERN OF MILLET BASED 

PRODUCTS AMONG THE RESPONDENTS (N=374 

RESPONDENT FARMERS) 

offering a comprehensive view of their 

awareness and preferences. The findings 

highlight that staple items such as Bhakar and 

Khichadi/Bhagar enjoy widespread recognition, 

with 100.00 per cent and 97.86 per cent 

awareness, respectively. The data further 

reveals a notable inclination towards these 

products, with 71.12 per cent expressing a 

preference for Bhakar and 55.08 per cent for 

Khichadi / Bhagar. Similarly, Kharudya / 

Kurudya also demonstrates substantial 

awareness (97.33%) and liking, with 60.69 per 

cent expressing a preference for this millet-

based product. In contrast, certain millet-based 

products like Chapati and Halva exhibit 

moderate awareness levels (27.27% and 

26.20%, respectively), with corresponding 

liking percentages of 26.20 per cent and 23.80 

per cent. Table 10 also reported the popularity 

of millet-based sweets, particularly Laddu, 

which boasts high awareness (95.19%) and a 

substantial liking rate of 54.54 per cent. 

Moreover, the inclusion of various millet-based 

products, ranging from traditional choices like 

Papdi and Papad to modern options like 

Noodles and Pasta, showcases the diversity in 

respondents' consumption habits. The data 

serves as a valuable resource for stakeholders, 

allowing them to tailor marketing strategies and 

educational campaigns to enhance awareness 

and foster positive attitudes toward millet-based 

products. Understanding the varying levels of 

awareness and liking for these products aids in 

the promotion of healthier dietary choices and 

the integration of millets into the regular diet of 

the surveyed population.    

3. Major Reasons for Consumption / Non-

Consumption of Millets among the 

Respondents 
 

3.1 Major reasons for consumption of millet 

based product: Table 18 offers a detailed 

exploration of the key motivations driving the 

consumption of millet-based products among 

the respondents, with a breakdown for each 

millet type. The first notable trend is the 

widespread perception that millet-based 

products are "Easy to Digest." Great Millet  

(Sorghum) leads in this category, with an 

impressive 85.56 per cent, suggesting that the 
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digestibility factor is a significant influencer across all millet varieties. Taste emerges as a 

 

TABLE 18: MAJOR REASONS FOR CONSUMPTION OF MILLET BASED PRODUCT   (N=374 RESPONDENT FARMERS)

crucial factor, notably for Pearl Millet (Bajra), 

which scores a high percentage of 68.98 per 

cent under "Tasty." This underscores the 

importance of flavor in influencing food 

choices, highlighting that taste plays a pivotal 

role in the consumption of certain millet-based 

products. Finger Millet (Nachni) also registers a 

noteworthy 40.64 per cent under this category, 

indicating that a sizable portion of respondents 

associates this millet type with a palatable 

eating experience. The finding are in line with 

[12]. Moreover, the data reveals that 

respondents perceive millets as a "Healthy 

Diet/In. crease Resistance Power," with Great 

Millet (Sorghum) leading at 80.48 per cent. 

This points to a prevalent belief among 

respondents that millets offer health benefits, 

aligning with a broader trend of conscious and 

nutritious eating. Furthermore, health-related 

reasons such as being "Good for Diabetics," 

"Good for Cholesterol Control," and "Managing 

Body Weight" demonstrate substantial 

percentages across various millet types. This 

suggests that respondents are not only aware of 

the potential health benefits of millets but also 

consider these factors when incorporating 

millet-based products into their diets. The Table 

18 also highlights specific health outcomes 

associated with millet consumption, such as 

being "Good for Increase in Haemoglobin" and 

promoting "Bone Health." These findings 

signify that respondents perceive millets as 

contributing to specific aspects of their well-

being. The association of certain millets, 

particularly Pearl Millet (Bajra), with being 

"Beneficial in Winter Season" reflects a 

seasonal dietary preference among respondents. 

The recognition of Barnyard Millet (Bhagar) 

and Amaranthus 

(Rajgira) as the "Main Food in Fasting" 

emphasizes the cultural and ritualistic 

significance of these millets during fasting 

periods. Table 18 provides a nuanced 

understanding of the multifaceted motivations 
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behind millet-based product consumption, 

encompassing taste preferences, health 

consciousness, and cultural practices among the 

surveyed population. 
 

3.2 Major reasons for non-consumption of 

millets despite having awareness: Table 19 

elucidates the factors hindering the 

 
TABLE 19: REASONS FOR NON-CONSUMPTION OF 

MILLETS DESPITE HAVING AWARENESS (N=374 

RESPONDENT FARMERS) 

consumption of millets among the respondents, 

despite their awareness of these grains. The 

predominant reason, highlighted by 77.54 per 

cent of respondents, is the "Lack of proper 

knowledge about all millets," indicating a 

substantial gap in comprehensive understanding 

about different millets and their benefits. 

Following closely, "Lack of proper knowledge 

about preparation of millet-based products" 

stands as a significant barrier at 58.86 per cent, 

suggesting that respondents may struggle with 

incorporating millets into their diets due to 

uncertainties about how to prepare millet-based 

dishes. Furthermore, the Table 19 underscores 

the practical challenges faced by respondents, 

with "Non-availability of millet-based 

products" cited by 76.20 per cent of 

respondents. This signals a potential 

accessibility issue, emphasizing the importance 

of making millet products more readily 

available in the market. Whereas, taste 

considerations play a role, as "Taste not 

preferred by child" is noted by 17.91 per cent of 

respondents, indicating the influence of family 

preferences on millet consumption. The "High 

price of millet-based products" emerges as a 

notable concern for 38.50 per cent of the 

respondents, highlighting the economic aspect 

as a critical factor influencing dietary choices. 

The findings underscore the multifaceted 

challenges that need to be addressed, ranging 

from knowledge gaps to practical accessibility 

and affordability issues, to promote widespread 

adoption of millets in the surveyed population's 

diets. 
 

4. Suggestions of the respondents about 

increasing the usage of millet in diet: Table 

20 provides the suggestions put forth by the 

respondents to enhance the incorporation of 

millets into their diets. The most prominent 

suggestion, voiced by 77.00 per cent of 

respondents, is that "Extension agencies should 

organize training programs on millet-based 

value-added products/ready-to-eat products." 

This underscores the perceived importance of 

educational initiatives in equipping farmers 

with the knowledge and skills necessary to 

incorporate millets into their dietary routines. 

The second most prevalent suggestion, 

expressed by 68.98 per cent of respondents, is 

"Upload videos on the preparation of various 

recipes related to millet-based value-added 

products on YouTube/social media." This 

indicates a recognition of the power of visual 

content and online platforms in disseminating 

information and promoting the culinary 

versatility of millets. "Awareness/Publicity 

campaigns coupled with advertisements about 

the importance of millets in the diet should be 

organized at retailers' shops, malls, etc." 

emerges as the third most frequent suggestion, 

with 57.49 per cent of respondents endorsing 

this idea. This underscores the significance of 

targeted awareness campaigns to influence 

consumer perceptions and choices. Other 

noteworthy suggestions include an increase in 

the Minimum Support Price (MSP) of millets 
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(45.72%), advocating for the availability of millets in public distribution systems/ration 

 

TABLE 20: SUGGESTIONS OF THE RESPONDENTS ABOUT INCREASING THE USAGE OF MILLET IN DIET   (N=374 

RESPONDENT FARMERS)

shops (44.38%), organizing awareness 

programs about millet-based products in the 

schools / colleges (43.31%), proposing the 

inclusion of millet-based products in midday 

meals in schools (41.44%), and seeking 

guidance on the use of millets tailored to 

different diseases (32.35%). 

In summary, Table 20 reflects the 

diverse perspectives of the respondents on how 

to enhance millet consumption, ranging from 

educational initiatives and online resources to 

awareness campaigns, policy interventions, and 

targeted programs for specific demographics 

like school children. These suggestions 

collectively provide valuable insights for 

stakeholders aiming to promote millet 

consumption in the community. 

The findings of the study are consistent with the 

previous studies [13, 14 and 15]. 
 

Conclusions: 

1. The study found that respondents were 

highly aware of Great Millet (sorghum) and 

Pearl Millet (bajra). However, in case of other 

minor millets viz., Little Millet, Proso Millet, 

and Kodo Millet having lower awareness 

levels. This information can guide targeted 

awareness campaigns to bridge knowledge gaps 

for specific millets. 

2. The results revealed that a significant 

proportion were aware of millets as a source of 

iron and calcium, whereas low awareness levels 

for other nutrients. This underscores the need 

for comprehensive nutritional education to 

enhance awareness of millets' health benefits. 

3. The study indicated a medium level of 

awareness among respondents, with variations 

based on age, gender, and income. Tailoring 
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awareness campaigns to specific demographic 

groups may improve overall awareness levels. 

4. Consumption patterns revealed that 

sorghum was consumed most frequently, daily 

(56.95%) by the respondents. While millets, 

such as Little Millet, Proso Millet, and Kodo 

Millet, were rarely or never consumed by the 

majority. Understanding these consumption 

trends is crucial for promoting diverse millet 

varieties. 

5. Consumption patterns of specific millet-

based products were explored, emphasizing the 

popularity of staples like Bhakar and 

Khichadi/Bhagar. This information is valuable 

for promoting certain millet-based products 

based on consumer preferences. 

6. Reasons driving millet-based product 

consumption were explored, including taste, 

health benefits, and cultural practices. These 

insights aid in tailoring marketing strategies to 

align with consumer preferences and health-

conscious choices. 

7. Barriers to millet consumption, despite 

awareness, were identified in the study. Lack of 

knowledge about millets and their preparation, 

non-availability of millet-based products, taste 

preferences, and pricing were highlighted as 

significant challenges. Addressing these 

barriers is essential for promoting millet 

consumption. Respondents provided valuable 

suggestions to increase millet consumption. 

Recommendations included organizing training 

programs, leveraging digital platforms for 

recipe promotion, conducting awareness 

campaigns, increasing Minimum Support 

Prices, and advocating for millet inclusion in 

school meals. Implementing these suggestions 

can contribute to enhancing millet adoption. 
 

In conclusion, the study provides a 

comprehensive understanding of millet 

awareness, consumption behavior, and 

influencing factors among farmers of the 

Marathwada region. The insights can inform 

targeted interventions to promote millet 

consumption and address existing barriers, 

contributing to improved dietary diversity and 

overall health outcomes. 
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Abstract: Modern era devices and appliances require shielding from electromagnetic interference 

to ensure stable and efficient functioning. This is all the more pertinent in view of the safety and 

protection of electronic gadgets used in defence security equipment. It has been observed that the 

most prominent radiations of EMI fall in the range of microwave (GHz) and radio waves (MHz). 

Those materials which protect equipment from electromagnetic interference are called EMI 

shields, since they shield the equipment by either reflecting, absorbing or transmitting the 

electromagnetic radiation. However, not all materials can be used as EMI shields. The basic 

material requirement to be used as EMI shields include good magnetic permeability and dielectric 

properties as well as strong mechanical properties. Currently EMI shields made up of metals or 

silicones are used in the form of solid enclosures, cables, gaskets, O-rings, films, coatings, fabrics, 

tapes etc. With time and research new advanced lightweight materials have been developed which 

have shown potential for use as EMI shields. These include carbonaceous and ferrite nanofillers 

based polymer nanocomposites. These materials are unique because they provide shielding for a 

wide range of microwave frequency 2-18 GHz by a judicious choice of conductive, dielectric and 

magnetic nanofillers. The present review article provides an overview of the research work carried 

out on toughened epoxy (epoxy modified with other polymers) filled with multifunctional 

nanoparticles and their characterization for EMI shielding efficiency. Various factors and features 

have been critically analysed in this article. The entire focus of the article is aimed at Toughened 

epoxy as a base matrix which can support EMI shielding in the complete frequency range of 2-18 

GHz and overcome inherent disadvantages of non-toughened epoxy.  

 

Keywords: Electromagnetic interference, Toughened epoxy, EMI shielding, composites 

 

1. Introduction and Literature Review: 

Electromagnetic interference (EMI) shielding 

assumes paramount significance since EMI is 

one of the most undesirable by-products of 

telecommunication devices and high 

frequency electronics. Any device or 

technology which deduces, process, reflect and 

transmit or utilizes electrical energy of any 

form may emit radiations[1].  The performance 

and shell life of electronic gadgets is adversely 

affected due to EMI and is a major concern for 

defence security equipment [2].It has been 

observed that the most prominent radiations of 

EMI waste stand in the range of microwave 

and radio waves. Hence, most of the research 

work is focussed on developing EMI shields 

for this frequency range. Electromagnetic 

interference (EMI) shields are conventionally 

based on metals, silicones, ceramics and 

cements. They are used in the form of metallic 

enclosures, wire mesh and screens, gaskets, O-

rings, cable shields and coatings. With time 

and research, however, the focus has shifted to 

composite materials which provide a spectrum 

of EMI shielding properties. These are 

achieved by adding desired fillers in the base 

matrix and making a judicious choice of 

processing  
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techniques. For instance, a composite material 

formed with polymer as base 

matrix(continuous phase) and 

ceramic/ferrites/conducting fillers as 

discontinuous phase, can be used to absorb a 

particular range of microwave frequency band. 
These frequency bands, identified as S (2 GHz to 4 

GHz), C (4 GHz to 8 GHz), X (8 GHz to 12 GHz), 

Ku (12 GHz to 18 GHz), K (18 GHz to 26.5 GHz), 

and Ka (26.5 GHz to 40 GHz), still pose a 

challenge. However, same material cannot 

absorb all the frequency bands. In order to 

fabricate a material which can absorb all range 

of microwave frequency, multi layered/ mixed 

filler composites show a lot of promise. Hence, 

the main objective of this review is to critically 

analyse the current research and recent 

advancements in polymer composites 

materials which can absorb microwave 

frequency from 2 GHz to 18 GHz for 

applications in fields like telecommunication, 

microwave heating and health care sectors. 

The aim is to achieve a shielding effectiveness 

(SET) of greater than 60 dB.The subsequent 

section gives a review of the research work 

done in this field in the last five 

years.Electromagnetic interference (EMI) or 

radio frequency interference (RFI) shielding is 

a means by which leakage of strong 

electromagnetic fields is prevented using a 

shield or barrier, which if not prevented can 

interfere with electronic devices and signals. 

Since electronic devices and circuits deal with 

small voltage and current, strong 

electromagnetic fields can either distort their 

performance or eventually damage them. EMI 

is basically the coupling of signals from one 

source to another (receiver) through a path as 

shown schematically in scheme 1. The source 

is a system that creates disturbance, receiver is 

the sensitive signal or device whose output 

signal is distorted by interference and path is 

the system where signal coupling occurs. EMI 

is of two types as shown in scheme 2. EMIs 

can also be categorised based on the bandwidth 

of incident disturbance. A narrowband 

disturbance has a bandwidth  receiver while 

for a broadband disturbance, bandwidth  

receiver. 

 

Basic Mechanisms of EMI shielding: An 

electromagnetic wave consists of oscillating 

electric (E) and magnetic fields (B or H) 

which are perpendicular to each other and to  

 

 

Scheme 1: Mode of electromagnetic Interference (EMI) 
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the direction of propagation of wave. Both the 

fields travel with the same frequency. When 

electromagnetic wave travels through a 

conductive medium, the electric component is 

blocked. Similarly, if the medium has high 

magnetic permeability, the magnetic 

component is blocked. Well known Maxwell’s 

equations of electromagnetic theory are used to 

find the response of any material to the 

incident electromagnetic wave [3]. These 

equations have been derived for free space as 

well as the medium through which it is passing. 

Based on the dielectric, magnetic and 

conductive properties of the medium, these 

equations are changed. For dielectric or low 

conductivity materials, their dielectric 

permittivity (ε) and magnetic permeability (μ) 

are expressed as complex numbers viz.(ε = ε′-

jε″) and  (μ = μ′-jμ″). These parameters govern 

the interaction of any material with the electric 

and magnetic field vectors of electromagnetic 

wave. The real part denotes stored energy 

while the imaginary part denotes loss or 

dissipation of energy as heat when em eave is 

absorbed within the material. The ratio of 

magnetic permeability and dielectric 

permittivity, defined as impedance matching 

((μ/ε), and reciprocal of their product 

[1/(με)] which gives the velocity of em wave, 

eventually determine how the em wave will 

propagate in that medium. In free space, this 

impedance is equal to 377 ohms and velocity = 

3 x 108 cm/s using the universal constants μo 

and εo for free space. An impedance 

mismatching occurs at the interface of media 

with different impedances and the wave is 

reflected. If the impedance mismatch is higher 

more reflection takes place at the interface[4]. 

From these equations it is imperative that when 

any base polymer matrix is dispersed with 

dielectric, conductive or magnetic fillers of 

nanosize, its interactions significantly change. 

EMI shielding mechanism is largely based on 

this concept wherein either of the electric or 

magnetic component is filtered outby shields 

using reflection, absorption (due to multiple 

internal reflection) or transmission 

mechanisms. In the reflection mode, the 

electric field vector is attenuated since the 

mobile charge carriers of shield interact with 

incoming EM wave and are redistributed along 

the conductor which eventually creates an 

opposing electromagnetic field. The two 

opposing EM fields cancel out each other. The 

higher the conductivity, the better is the 

shielding efficiency. However, for high 

frequency electromagnetic wave (low 

wavelength) there is a limitation due to the size 

of the holes of shielding enclosure and skin 

effect which lowers the conductivity in the 

inner section as charges accumulate on the top 

surface of the conductor. In such a case either 

the surface area of conductor can be increased, 

or the surface is coated with highly conductive 

material. Contrary to reflection, absorption of 

EMI acts on the magnetic field vector of 

electromagnetic wave. Due to the external 

magnetic field of incident electromagnetic 

wave, the magnetic lines of force travelling 

through the material are intercepted and 

eventually absorbed. Thus, a shield material 

absorbs the magnetic and electric lines of force 

by creating a path within itself. However, in 

such a material conductivity is very low which 

do not provide protection from electric 

component of incident electromagnetic wave. 

Secondly, the oscillating em wave at higher 

frequencies generate eddy currents which 

possess their own magnetic field opposite to 

the external magnetic field. Thus, if a material 

is chosen whose electrical conductivity is high 

it creates stronger eddy currents. Absorption 

due to multiple reflections occurs by either 

scattering of electromagnetic waves or having 

multiple reflection boundaries. Thus, the 

desired properties of EMI shielding material 

are (i) electrical conductivity and (ii) magnetic 

permeability. Metals are the preferred choice 

Scheme 2: Types of Electromagnetic interference 

(EMI) 
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because they have higher electric conductivity, 

magnetic permeability, strength and ductility. 

However, they are expensive. Carbon steel 

alloys, mild carbon steel and ferrite stainless 

steel and Fe-Ni alloys such as Mu-metal are 

used for EMI shielding because they have high 

relative permeability of 104 at 1 kHz. Carbon 

allotropes such as exfoliated graphite, 

graphene, carbon fibres and carbon nanotubes 

are used as fillers in composites that can be 

used for EMI shield. All the fillers can be 

dispersed in a polymer matrix, metal, ceramic 

or cement. They have high conductivity; high 

aspect ratio and high porosity and they can 

operate through multiple reflection 

mechanism.  For high frequency shielding 

applications, graphene and CNTs are mostly 

used because the dimension of the materials is 

less than the skin depth., which makes them 

better conductors than metals in GHz region. 

Conducting polymers (PANI, Polypyrole etc) 

conduct electricity between atoms due to the 

conjugated bonds. This enables the 

delocalization of -electrons which act as 

mobile charges. However, their use is still 

being explored. Silicone embedded with 

Nickel or graphite is effective at shielding 

radio frequency between 20 Hz and 104 Hz 

without any metal component. Foil and fabric 

(nylon, polyester interwoven with metals also 

provide protection as EMI shields. 

 

Common materials used for EMI shielding: 

Metal based advanced materials have always 

been the choice for EMI absorption. However, 

polymer based materials have shown lot of 

promise to replace metals for EMI shielding 

applications. Largely two types of polymer 

based EMI shielding materials have been 

identified 1) Intrinsic and 2) compound type. 

Intrinsic polymers have poor mechanical and 

processing aspect which limit their utilization 

in EMI absorption. While compound type 

material provides ease of modification, 

designing and fabrication as per desired range 

of EMI absorption. Polymer-based composites 

are being designed so as to achieve high 

dielectric constants, good electric conductivity 

and magnetic permeability which are required 

for low EMI permeation. Many polymers are 

used today for their property of absorbing 

radiations including polyurethane, epoxy, 

polyaniline etc. Both biodegradable and non-

biodegradable polymers have been explored 

for such application. 

 

Material requirement for EMI shielding: 

Different criteria have been used to synthesize 

materials for EMI shielding applications. 

These include versatile surface chemistry, high 

aspect ratios, addition of electromagnetically 

charged particles, excellent mechanical and 

electrical properties, conductivity, reflection 

losses and multiple internal reflections which 

play a key role in EMI shielding. In general, 

two regions of EMI shielding are identified. If 

the distance between the radiations source and 

the shield is > λ/2π, it is known as far field 

shielding region while it is known as near field 

shielding region if the distance is 

< λ/2π[1].EMI plane wave theory is applied in 

the far field shielding region while theory 

based on contribution of electric and magnetic 

dipoles is applied for near emi 

shielding[2].The two major pre-requisites for 

EMI absorption are dielectric and magnetic 

losses. Secondly, impedance matching (i.e. 

matching of complex permittivity and 

permeability), interfacial polarization, 

attenuation capability and multiple reflection 

are equally desirable. The ratio of E to H is 

called wave impedance and for free space 

intrinsic impedance is equal to 377 ohms. In 

order to design materials possessing these 

properties, multifunctional polymer 

nanocomposites (PNCs) filled with ferrite and 

carbonaceous nanofillers have been developed 

and characterized for their ferromagnetic 

resonance and hysteresis loss, reflection loss 

(RL), shielding effectiveness (SE) and 

absorption bandwidth. It has been observed 

that single layer absorbers have their own 

limitation such as narrow absorption 

bandwidth. Hence double-layer absorbers have 

been suggested for achieving a wider 

bandwidth.  

In effective absorbing material, firstly 

the intrinsic impedance value of the material is 

made to approach impedance of the 

free space in a matching layer and, 
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secondly, the incident EM wave is attenuated 

rapidly in the second absorbing layer [5].These 

layers are made up of material having better 

dielectric and magnetic permeability and their 

functions can be interchanged[6].In absorbing 

layer maximum absorption can occur 

when normalised impedance (Zo) and input 

impedance is equal to one.  In such an ideal 

situation, EM wave can penetrate and get 

absorbed completely within the material [7,8]. 

In real situation, attempts are being made to 

achieve over 90% absorption by making input 

impedance almost equal to normalised 

impedance. A term Reflection loss (RL) can 

indicate absorbing capacity of the shield 

material and is evaluated as [9], 

 

𝑅𝐿(ⅆ𝐵) = 20log |
𝑧𝑖𝑛−𝑧0

𝑧𝑖𝑛−𝑧0
|  (for single layer 

microwave absorber) …… (1) 

 

where𝒛𝒊𝒏  and 𝒛𝟎 are the input impedance and 

vacuum impedance respectively, 

 

𝒛𝒊𝒏 = 𝒛𝟎 √
𝑢𝑟

𝜀𝑟
tan ℎ [ 𝑗 

2𝜋𝑓𝑡

𝐶 √𝑢𝑟𝜀𝑟]……(2) 

 

(t =thickness of specimen, f = frequency of the 

incident EM wave, c = EM wave velocity in 

vacuum). For double layer 

 : 

…(3) 

Absorption of EM wave can be 

quantified in terms of percentage as: 

 

Absorption (%) =100 − [10(𝑅𝐿/10) × 100] 
 

Ferromagnetic properties namely coercive 

field (Hc), saturation (Ms) and remanent 

magnetization obtained using B-

H hysteresis loop can be used to find 

anisotropy constant (K) and energy (EA) as  

 

 

(for a single domain nanocrystalline 

material) ….(4) 

 

where K, V and θ are the anisotropy constant, 

volume of nanocrystal and orientation of 

applied field induced magnetization with 

respect to easy axis, respectively  

   

   

   

  …..(5) 

 

where μ0=4×107 H/m is the permeability in 

vacuum. The dissipation or tangent loss is 

obtained using following equations,  

 

µ* = µ′ − jµ″ and ε* = ε′ − jε″   …(6a,b) 

 

tan e = ε″/ ε′ (dielectric loss tangent) …(7) 

 

tan m = µ″/ µ′ (magnetic loss tangent) ..(8) 

 

tan = tan e + tan m (total loss tangent) ..(9) 

 

The complex permeability (µ*) and 

permittivity (ε*) values of the samples can be 

calculated from the reflected (S11) and 

transmitted (S21) signals measured using a 

waveguide technique[10].Using these 

shielding parameters, shielding effectiveness 

can be measured as,  

SETotal =SEA+SER+SEM …(10) 

 

which is the sum of absorption(SEA), 

Reflection(SER), and multiple reflections(SEM 

) and is obtained using following equations 

discussed below. 

 
SETotal =10log(Pi/Pt)=20log(Ei/Et)=20log(Hi/Ht) 
     ….(11) 

SER=−10log10(1−S2
11)=10log10(1−R)..(12) 

where R = S2
11      

 

SEA=−10log10(S
2

21 /1-S2
11) = 10log10(T/1-R) 

where T = S2
21    …..(13) 

 

where subscript i and t represent properties of 

incident and transmitted waves, 

respectively.S11 and S21denote the scattering 

parameters of the forward reflection (R) and 
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backward transmission coefficients (T) 

respectively. The multiple reflection scattering 

parameter SEM  is calculated as 
SEM=20log10(1−e−2t/δ) = 20log10(1−10SEA/10)   
     ....(14) 

where t is the thickness of shielding material, δ 

is the skin depth. However, SEM can be 

neglected for SEA >10dB as amplitude of EM 

wave dies down with thickness. The 

attenuation constant (α) is related to the skin 

depth (𝛿)as α=
1

𝛿
  𝑎𝑛ⅆ𝛿 = 1/√(𝜋𝑓𝜇 𝜎)where 

𝜇 is the permittivity and  is the conductivity 

of the shield material. It is obtained using 

following relation,  

 

𝛼 =
√2𝛱𝑓

𝑐
{𝜇"⬚𝜀"⬚ − 𝜇′ 𝜀′ +[(𝜇′′2

+

𝜇′2
) (𝜀′′2

+ 𝜇′2
)] 1/2}1/2   

  ….(15) 

Common methods by which shielding 

effectiveness is calculated/measured include 

(i) measurement through a waveguide and (2) 

through antenna and receiver. A free and 

enclosed environment is required to attenuate 

the external noise interference.  

 

Toughened epoxy based nanocomposites: 

Epoxy resin is a versatile thermoset polymer 

having numerous industrial applications. 

However, its intrinsic brittleness limits its 

engineering applications. To mitigate this 

disadvantage and increase its range of 

application, it is toughened using elastomers 

such as rubber with no compromise of its 

original properties. The, so called, rubber 

toughened epoxy resins when filled with 

nanofillers show further improvement in 

elastic properties as well as glass transition 

temperature Tg of base matrix[11,12].The 

toughening may be attributed to shearing, 

debonding and cavitation of epoxy-rubber 

molecular chains[13].For developing rubber 

toughened epoxy-based nanocomposites, 

generally butadiene-acrylonitrile based 

rubbers such as CTBN, ETBN, ATBN and 

VTBN have been used. The mechanism for the 

formation of carboxyl terminated butadiene 

acrylonitrile copolymer and 

triphenylphosphine toughened epoxy resin can 

be find elsewhere [14, 15].In a research paper 

published almost a decade back, it was 

reported that for C8 ether linked bismaleimide 

toughened epoxy filled with carbon black, a 

higher electrical conductivity and impact 

strength can be achieved with just 5 wt% of 

CB[16].This was attributed to the covalent 

bonds between CB and C8 e-BMI/epoxy 

matrix. Ten years later, the same group 

reported on tuning the characteristics related to 

microwave absorption capability of rGO filled 

toughened epoxy composites via SiC- induced 

phase separation [17]. Using vector network 

analyzer (VNA) measurements it was observed 

that simple RGO-based composites show poor 

reflection loss (RL) characteristics. However, 

with SiC loading the same material gains 

excellent absorption with RL of -46.5dB 

(effective absorption bandwidth of over 2GHz) 

for a thickness upto 10 nm. Earlier the same 

authors had reported RL  −51.6 dB (99.999% 

microwave absorption) at 9.51 GHz and an 

effective absorption bandwidth of 2.48 GHz 

for m-caproamine/imidazole toughened epoxy 

composites with3 wt% r-GO composites 

compared to unfilled m-CA/ER composite 

[18].Toughening of epoxy using rubber and 

filled with multifunctional nanoparticles has 

also been reported extensively in the literature. 

For instance, the treatment of epoxy with 10% 

recycled rubber increased its toughness that 

was confirmed through scanning electron 

microscopy and nanoindentation, static (3PB). 

Addition of Nano-magnetic iron oxide, Fe3O4, 

Nickel and aluminium particles enhanced the 

magnetic permeability and dielectric 

properties of the resultant composites [19].  

However, the material has not been 

characterized for their microwave absorption 

properties. An exhaustive literature on this 

topic can be found in a review published in 

2020 [20]. Recently, EMI shielding properties 

of thermosetting epoxy foams modified with 

rubber (CTBN) and functionalised MWCNTs 

using supercritical carbon dioxide were 

reported [21]. It was observed that the 

alignment of oriented fMWCNTs (5 wt%) in 

foams may have caused an increase in 

electrical conductivity (0.43 S/m), EMI SE 

(22.90 dB) and specific EMI SE (37.54 

dB/(g·cm3) with better EMI shielding 
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performance rendered possible due to multiple 

reflections of microwaves and their eventual 

attenuation by conductive filler [20].Wang 

et.al.[22] has toughened one epoxy system 

using CTBN and filled it with MWCNT-

COOH claiming that accelerated curing 

occurred because of bonding developed 

between COOH-functionalised MWCNT and 

epoxy resin. The same composite was made 

electrically conductive with the addition of 

CNT [23]having enhanced fracture toughness 

and thermal stability [24]. Jyotish kumar et 

al.[25] toughened  DGEBA epoxy with 

ABSand MWCNT and reported enhanced 

stability of the material. It has been reported 

that nanocomposites based on toughened 

epoxy using carboxy-terminated butadiene 

acrylonitrile copolymer and filled with 5 wt% 

functionalised MWCNT can produce an EMI 

shielding effectiveness (22.90–37.94 dB) since 

EM waves are absorbed due to multiple 

reflection [26]. With 1 wt% graphene 

nanofiller, rubber toughened epoxy also 

produces an EMI shielding effectiveness in the 

same range (22–48 dB)[27]. 

Numerous studies are available in the literature 

wherein new polymer materials have been 

explored for microwave absorption of different 

ranges of frequency. However, other polymer 

systems are beyond the scope of this review. 

Recent studies for these polymer systems can 

be found in ref [28-30].In one instance, Saini 

et al. [31] produced a nanocomposite based on 

polyaniline and MWCNT for microwave 

absorption in the range of 12.4 – 18 GHz. 

Dielectric characteristics and microwave 

absorption of graphene composite materials 

have been studied by Kevin et al [32] and 

reported the microwave absorption in different 

ranges of frequency. Sun et al. [33] developed 

aFe3O4/CNFs material synthesized by 

chemical co-precipitation and investigated its 

microwave absorption properties. Hong-Wen 

[34] studied the microwave absorption of 

materials over 9 GHz and reported the 

reflection loss more than -25 dB for specific 

frequencies. Microwave absorption properties 

of highly filled polymer composites with 

amorphous Fe-B Particles was studied by 

Kiyotaka et al. [35]. Yichao et al. [36] prepared 

anisotropic Fe3O4 nanoparticle and a series of 

Fe3O4/RGO nanocomposites and found that 

the materials exhibit high-performance 

microwave absorption properties over 2.0–

18.0 GHz. The optimal reflection loss of the 

pure Fe3O4 composite was reported as − 38.1 

dB at 14.8 GHz while it reaches to − 65.1 dB 

at 15.2 GHz with 3 wt.% of RGO of same 

thickness. Microwave absorption of ferrite-

rubber composite at X-band frequencies has 

been reported by Kim et al [37]. Microwave 

absorption properties of honeycomb core 

structures coated with composite absorber was 

studied by Wang et al.[38] have reported the 

reflection loss in the range of 12 GHz to 18 

GHz.. Young et al [39] have reported the 

microwave absorber properties of magnetic 

and dielectric composite materials in the range 

of 5.8 GHz. These studies show that work is 

still needed to develop such novel materials 

which are light weight, flexible and 

economical and that can be used to absorb 

microwave of frequency of all ranges from 2 

GHz to 18 GHz. A comparison of the EMI 

shielding performance of Toughened epoxy 

based composites and Epoxy based composites 

is given in Table 1. 
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Concluding remarks: Nanocomposites based 

on rubber toughened epoxy and filled with 

carbonaceous nanofillers show enhanced 

mechanical, thermal, electrical and 

morphological characteristics due to 

synergistic effect of matrix and fillers. While 

nanofillers improve conducting and magnetic 

properties, toughened epoxy matrix provides 

high strength, ductility, and fracture toughness. 

This synergistic effect results in better EMI 

shielding effectiveness. However, the current 

research advocates the use of rubber toughened 

epoxy foams filled with nanofillers for still 

better EMI shielding effectiveness. For 

Table 1: A comparison of the EMI shielding performance of Toughened epoxy based 

composites and Epoxy based composites 
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instance, EMI SE of 22.90 dB and specific 

EMI SE of 37.54 dB/(g·cm3) has been obtained 

in the epoxy composite foam with 5.0 wt% 

conductive filler loading which not only 

increased electrical conductivity but also 

rendered attenuation of em waves due to 

multiple reflections. These preliminary results 

appear to be promising and sets a direction for 

future research on Toughened epoxy based 

composites for EMI shielding [61]. 
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